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ABSTRACT 
A huge amount of information available through 

electronically, the requirement for effective information 

retrieval and the implementation of filtering tools have 

become more necessary for easy retrieval of relevant 

information. Recommendation Systems (RS) are the software 

tools and methods providing recommendation for items as 

well as services to be of need to a user. These systems are 

providing widespread success in e-commerce applications 

now-a-days, with the generation of internet. This paper 

presents a survey of the area of recommendation systems and 

illustrates the state of the art of the recommendation technique 

that are generally classified into three categories: Content 

based Collaborative, Demographic and Hybrid systems. This 

paper discusses the advantages and disadvantages of the 

current survey categories as well as the trustworthiness of the 

recommendation system in a new dimension as searching the 

evaluator for more suitable recommendations. In the domain 

of recommendation system, this work can also help to put 

forward for the use of researcher as an enabling technology.  
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1. INTRODUCTION 
Recommendation systems is one of the subclass of 

information filtering system that helps to make prediction on 

’rating’ or ’preference’ that a user would help to provide an 

item. The concept of recommendation systems was come into 

existence to deal with the problems of information overload, 

to scan through the huge information datasets, and helps to 

retrieve the most relevant information [1]. For example, while 

recommending any product, service and location that can be 

book, video, music, research resources, TV programs, 

documents, and website. With the help of personalized 

recommendation.Recommendation system helps to 

recommend about any items or services to the user on the 

basis of their purchases of similar products or services by the 

other customers. Gathered information  creates some potential 

problem like  information filteration of technique is needed 

i.e. Recommendation system. Information need to be 

prioritized for the user rather than just filtering the right 

information, to retrieve these we require to classify data 

accurately [2]. 

There are variety of classification methods for classifying 

both multivariate and univariate datasets. Some of the 

classification methods are, Decision tree classifier, Bayesian 

classifiers, Support vector machine (SVM), K-Nearest-

Neighbor classifier (KNN). 

To handle huge amount of information (also called Big Data), 

we need a robust system. Now the question arises: How do we 

examine this vital amount of data? The most appropriate 

solution to this is with Distributed framework. Hadoop is an 

open source framework which helps to develop and executes 

distributed applications  which can process huge amounts of 

data. Big data is a term that illustrates large volumes of high 

velocity, complex and varied data that need advanced 

methods to enable the capture, storage, distribution, 

management, and analysis of the information [3]. 

The 3 Vs. of Big Data management: 

• Volume: There are huge data than ever before, it’s 

continuously increasing size.  

• Variety: There are various different types of data 

available such as text, sensor data, audio, video, 

graph, etc.  

• Velocity: Data is in continuous as streams of data, 

and we are interested in determining useful 

information from it in real time [4]. 

Hadoop has its own file system known as HDFS (Hadoop 

Distributed File System). HDFS utilizes master and slave 

architecture. HDFS logically distinguishes the file system 

metadata as well as application data. The metadata is stored 

on a delicate computer known as NameNode (known as 

master node) in HDFS [2].  

Application data were stored on other computers named as 

DataNodes (known as slave node). A data file is categories 

into one or more blocks and these category blocks are 

replicated and stored across various DataNodes. All of the 

nodes present in a Hadoop cluster. Which are fully connected 

with each other. The NameNode consists of the file system 

namespace and the mapping of file blocks to DataNodes.  

When an HDFS client reads a file, it first contacts the 

NameNode to obtain the locations of data blocks comprising 

the file and then access these data blocks from closest 

DataNode. Applying the concept of map reduces where 

mapper class work as practitioner and reducer class work as a 

combiner [5] 

2. LITERATURE SURVEY 
Introduced [6] a new approach to improve the quality of 

collaborative filtering recommendation systems. The 

algorithm combines item clustering and weighted slope one 

scheme. We compare our approach to other algorithms on the 

Movielens dataset. The results suggest our algorithm produces 

better result. In the future, we should to introduce the other 

automatic method to determine the two parameters of 

DBSCAN. And we also can use larger data sets to evaluate 

the availability of the algorithm. 

[7] Introduced two semantic social recommendation 

algorithms called Node-Edge-Based and Node-Based, these 

algorithms recommend an input item to a group of users. In 

fact, we assume that, users are connected via collaboration 

social network, and users and items are described via 

semantic taxonomy. Our proposed algorithms are mainly 
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based on Depth First Search algorithm with some 

modifications that are related to firstly, the semantic similarity 

between users and the input item. And secondly, the social 

network analysis measures. We applied these two algorithms 

on a real dataset (Amazon Dataset), and we compared them 

with the collaborative filtering and hybrid algorithms. Our 

results showed that Node-Edge-Based gives the best F-

measure values, with a good performance. 

The paper [8] used a combined approach of user-user CF and 

item-item CF has been presented to generate 

recommendations on Hadoop cluster using Apache Mahout, a 

library for machine learning algorithms. By using combined 

approach, accuracy of recommendation has improved. This 

approach has scaled well with the hadoop platform. Time 

needed to solve the problem has reduced. Mahout is able to 

handle big data but it still lacks some algorithms. The 

recommendation for single user need to be improved for 

better results. New computing platforms like Apache Spark 

are getting prominent in the field of Big Data analysis. 

Recommendation algorithms can be performed on such 

platforms for faster performance.   

[9] Proposed a Recommendation engines are a natural fit for 

analytics platforms. They involve processing large amounts of 

data, using the machine learning algorithms. Now days, the 

data size is increasing with the unstructured format, it is not 

possible to handle with the Mahout.  It combine Apache 

consumer data that collected online, and the results of the 

analysis feed real-time online applications. Hadoop is being 

increasingly used for building out the recommendation 

platforms. This paper mainly focuses on evaluating the 

classification accuracy metrics using the Apache Hadoop and 

Mahout. By experiments it  conclude that, Mahout can handle 

large amount of structured Hadoop and Mahout for the 

recommendation, it can recommend large amount of 

structured and the unstructured data efficiently and fastly. 

Paper [10] presented on combined Collaborative Filtering 

using Mahout on Hadoop for movie recommendation. By 

combining User-based and Item-based Collaborative filtering, 

accuracy of the results gets improve. Hadoop has increased 

throughput. Because of multiple computer nodes, time taken 

for solving problem has been reduced. Mahout is feasible for 

handling large amount of structured data. But now a day’s 

data are more unstructured. Hadoop using Mahout can handle 

big data statistically. To handle real time data randomly, 

HBASE, HIVE are the better solutions. 

3. VARIOUS EXISTING MECHANISM 

AND THEIR LIMITATION 
The Clustering algorithm [6] proposed a recommended 

framework where it joins item clustering and weighted slope 

[13] one plan. It utilized Movie Lens Data set to demonstrate 

the outcome. The strength of this algorithm is it can improve 

the accuracy of the collaborative filtering recommendation 

system. In any case, the primary disadvantage of the 

calculation is just used little Data set.    

The Node–Based algorithms [7] and [10] used amazon data 

set with three main features: a social network analysis 

measure (degree centrality), the graph searching algorithm 

(Depth First Search algorithm), and the semantic similarity 

measure (which measures the closeness between an input item 

and users).It is observed t that Node-Edge-Based gives the 

best F-measure values, with a good performance.  

Collaborative Algorithm [8] of the combined approach of 

user-user collaborative filtering and item-item introduced to 

create suggestions on Hadoop bunch utilizing Apache 

Mahout, a library for machine learning calculations. The 

performance of the algorithm is worstcause it used sparse 

matrix. 

Paper [9] concentrated on contrasting the different 

comparability estimation calculations and order exactness 

measurements on Hadoop and non-Hadoop condition used 

Apache Mahout and item-based collaborative filtering.it 

additionally situated in light of cooperative calculation with 

Movie Lens Dataset. In any case, the impediment of the 

calculation is nonexclusive calculation which is not adequate.  

Collaborative Filtering utilized  Mahout on Hadoop for Movie 

proposal. By consolidating User-based and Item-based 

CF, the precision of the outcomes gets improved. The main 

quality of this strategy is time lessens to fathom the extensive 

scale problem. But not proficient while managing real-

time datasets[10]. 

4. CONCLUSION 
Data in the form of feedback, remarks, reviews, opinions, and 

complaint treated as huge amount of data which is generally 

known as Big Data which cannot be used directly for 

recommendation system. These data first needs to 

filter/transform as per requirement. This is survey of papers 

and problems related for handling data. These paper survey 

different concepts of recommendation system on distributed 

Hadoop framework. 
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