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ABSTRACT 

Rating predictions area unit largely utilized in social media so 

as to predict the ratings of a product supported the reviews of 

the user’s. Ratings area unit finished several functions like –

for electronic merchandise, movies, restaurants, daily product 

and lots of additional things. The ratings provided by those 

who already purchased the merchandise facilitate others to 

urge plan concerning the merchandise. Additionally review 

isn't solely done by star level however additionally in several 

cases user offer matter reviews that contain enough careful 

product info for others to research. During this paper, our 

main goal is to predict the typical rating of the merchandise 

by mistreatment sure keywords. So as to try and do this we 

tend to introduce a brand new relative model together with the 

prevailing approach that could be a sentiment primarily based 

prediction approach. By introducing the new relative model 

the issues within the existing approach that's info overloading 

will be overcome and an extra issue that is user’s own 

sentimental attribute is additionally consolidated with the 

previous existing factors within the recommender system. we 

tend to build a brand new relation model named social 

sentiment influence between the user and friends which might 

replicate however user’s friend influence the user in an 

exceedingly sentimental approach. Many various approaches 

will be used like matrix factoring approach, review primarily 

based applications, sentiment primarily based applications, 

etc.  Together with this the additional approach referred to as 

hybrid factoring during which to implement the new issue 

referred to as social sentiment influence between user and 

friends. The additional feature like poor, bad, wonderful is 

additionally additional during which it's simply to predict the 

economical product. 

Keywords 
Mistreatment, Merchandise, Social Sentiment Influence, 

Sentimental Approach, Hybrid Factoring, Sentiment Analysis. 

1. INTRODUCTION 
As we have a tendency to all grasp, it's Associate in Nursing 

era of knowledge explosion, during which we have a tendency 

to continually get vast amounts of knowledge. Therefore, it's 

in pressing would like of selecting out the helpful and 

fascinating info quickly. so as to resolve this significant issue, 

recommendation system arises at the historic moment. Among 

the present recommendation algorithms, the item-based 

cooperative filtering recommendation formula is that the most 

generally used one. Its principle relies on the user's analysis of 

things. the aim is to seek out the similarity between users, and 

advocate things to the target user in keeping with the records 

of the similar users. However, the quantity of consumers and 

merchandise keeps increasing at a high rate, that will increase 

the price to seek out out the advice list for every user. The 

potency of one common pc won't satisfy the need and also the 

super pc can price an excessive amount of. so as to resolve the 

matter, we have a tendency to planned to use Map cut back 

approach to implement the advice system. Besides, we have a 

tendency to distribute the work to some pc clusters and also 

the computer file of the present pc cluster solely depends on 

the previous one or the origin input. therefore the pipeline 

technology are adopted to boost the potency more. The 

experiment shows that the strategy will merge the power of 

some common laptop to method large-scale information in a 

very short time [1]. The project review info plays a very 

important role within the recommendation of review 

specialists. during this paper, we have a tendency to aim to 

work out review expert's rating by victimization the historical 

rating records and also the judicial decision results on the 

previous comes, and by suggests that of some rules, we have a 

tendency to construct a rating matrix for comes and 

specialists. For the information exiguity drawback of the 

rating matrix and also the "cold start" drawback of latest 

skilled recommendation, we have a tendency to assume that 

those projects/experts with similar topics have similar feature 

vectors and propose a review skilled cooperative 

recommendation formula supported topic relationship. Firstly, 

we have a tendency to get topics of projects/experts supported 

latent Dirichlet allocation (LDA) model, and build the subject 

relationship network of projects/experts. Then, through the 

subject relationship between projects/experts, we discover a 

neighbor assortment that shares the biggest similarity with 

target project/expert, and integrate the gathering into the 

cooperative filtering recommendation formula supported 

matrix resolution. Finally, by learning the rating matrix to 

induce feature vectors of the comes and specialists, {we 

can|we can|we are able to} predict the ratings that a target 

project will offer candidate review specialists, and therefore 

bring home the bacon the review skilled 

recommendation. Experiments on real information set show 

that the planned technique may predict the review skilled 

rating a lot of effectively, and improve the advice impact of 

review specialists [2]. Recommender systems apply data 

discovery techniques to the matter of constructing customized 

recommendations for info, merchandise or services 

throughout a live interaction. These systems, particularly the 

k-nearest neighbor cooperative filtering primarily based ones, 

area unit achieving widespread success on the net. The 

tremendous growth within the quantity of obtainable info and 

also the variety of holiday makers to internet sites in recent 

years poses some key challenges for recommender 

systems. These are: manufacturing top quality 

recommendations, acting several recommendations per second 

for several users and things and achieving high coverage 

within the face of information meagerness. In ancient 

cooperative filtering systems the quantity of labor will 

increase with the quantity of participants within the 

system. New recommender system technologies area unit 

required that may quickly manufacture top quality 

recommendations, even for terribly large-scale issues. To 

handle these problems we've got explored item-based 
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cooperative filtering techniques. Item based techniques initial 

analyze the user-item matrix to spot relationships between 

completely different things, and so use these relationships to 

indirectly calculate recommendations for users 

[3]. Exponential growth of knowledge generated by on-line 

social networks demands effective and scalable recommender 

systems to administer helpful results. ancient techniques 

become unqualified as a result of they ignore relation data; 

existing social recommendation approaches take into account 

social network structure, however social discourse info has 

not been totally thought of [6]. it's vital and difficult to fuse 

social discourse factors that area unit derived from users' 

motivation of social behaviors into social 

recommendation. During this paper, we have a tendency to 

investigate the social recommendation drawback on the 

premise of psychological science and social science studies 

that exhibit 2 necessary factors: individual preference and 

social influence. We have a tendency to initial gift the actual 

importance of those 2 factors in on-line behavior 

prediction. Then we have a tendency to propose a unique 

probabilistic matrix resolution technique to fuse them in latent 

house. We have a tendency to more offer a scalable formula 

which may incrementally method the massive scale 

information. We have a tendency to conduct experiments on 

each Facebook vogue bifacial and Twitter vogue simplex 

social network information sets. The empirical results and 

analysis on these 2 massive information sets demonstrate that 

our technique considerably outperforms the present 

approaches [4].. In recent years, we've got witnessed a 

flourishing of location -based social networks. A grammatical 

illustration of location data is desired to cater to the necessity 

of location sensing, browsing, navigation and 

querying. During this paper, we have a tendency to aim to 

review the linguistics of point-of-interest (POI) by exploiting 

the rife heterogeneous user generated content (UGC) from 

completely different social networks. Our plan is to explore 

the text descriptions, photos, user arrival patterns, and venue 

context for location linguistics similarity activity. We have a 

tendency to argue that the venue linguistics play a very 

important role in user arrival behavior. Supported this 

argument, a unified dish recommendation formula is planned 

by incorporating venue linguistics as a 

regularize. Additionally to etymologizing user preference 

supported user-venue arrival info, we have a tendency to place 

special stress on location linguistics similarity. Finally, we 

have a tendency to conduct a comprehensive performance 

analysis of location linguistics similarity and placement 

recommendation over a true world dataset collected from 

Foursquare and Instagram. Experimental results show that the 

UGC info will well characterize the venue linguistics that 

facilitate to boost the advice performance [5]. 

2.  DATA MINING FOR ANALYZING 

INFORMATION 
Generally, It is that the process of analyzing information from 

completely different views and summarizing it into helpful 

data - data that may be accustomed increase revenue, cuts 

costs, or both. data processing code is one among variety of 

analytical tools for analyzing information. It permits users to 

investigate information from many various dimensions or 

angles, categorize it, and summarize the relationships known. 

Technically, methoding} is that the process of finding 

correlations or patterns among dozens of fields in giant 

relative databases.  

2.1 Sentiment Analysis  
Using NLP, statistics, or machine learning strategies to 

extract, identify, or otherwise characterize the sentiment 

content of a text unit. typically stated as opinion mining, 

though the stress during this case is on extraction. as an 

example, it's terribly tough to survey customers UN agency 

did not obtain the company's portable computer Instead, 

you may use militia to go looking the net for opinions and 

reviews of this and competitive laptops. Blogs, Epinions, 

amazon, tweets, etc. produce condensed versions or a digest 

of agreement points. Humans square measure subjective 

creatures and opinions square measure vital. having the ability 

to act with folks thereon level has several blessings for data 

systems. relatively few classes (positive/negative, 3 stars, etc) 

compared to text categorization. Crosses domains, topics, and 

users. classes not freelance (opposing or regression-like). 

Characteristics of answers to opinion based mostly} queries 

square measure completely different from truth based queries, 

thus opinion-based id est differs from jazz id est Challenges. 

The project is regarding the rating predicting through social 

sentiment reviews. the foremost vital and elementary add 

extracting the user’s preference in Sentiment Analysis. 

typically sentiment analysis aims to see the angle of a speaker 

or author with relevance some topic or the discourse polarity 

of a document. Generally, reviews square measure divided 

into 2 teams, positive and negative. client typically value 

more {highly to|favor to|opt to|choose to} obtain merchandise 

having highly praised reviews.Textual reviews is given a 

positive and negative sentiment strength score if the goal is to 

see the sentiment in a very text instead of the polarity and 

strength of the text.  

2.2 Feature or Aspect based  
It refers to crucial the opinions or sentiments expressed on 

completely different options or aspects of entities, e.g., of a 

telephone, a camera, or a bank. A feature or side is associate 

degree attribute or element of associate degree entity, e.g., the 

screen of a telephone, the service for a eating house, or the 

image quality of a camera. The advantage of feature-based 

sentiment analysis is that the risk to capture nuances regarding 

objects of interest. {different totally completely different 

completely different} options will generate different 

sentiment responses, as an example a edifice will have a 

convenient location, however mediocre food. This downside 

involves many sub-problems, e.g., characteristic relevant 

entities, extracting their features/aspects, associate degreed 

crucial whether or not an opinion expressed on every 

feature/aspect is positive, negative or neutral. the automated 

identification of options is performed with grammar strategies 

or with topic modeling.  

2.3 Hybrid Factorization  
Hybridization technique there exist various strategies to mix 

cooperative filtering recommender with content-based 

techniques, however most likely not all of them can result in 

same prediction accuracy[7]. Hybrid approaches is enforced 

in many ways: by creating content-based and collaborative-

based predictions severally so combining them; by adding 

content-based capabilities to a collaborative-based approach 

(and vice versa); or by unifying the approaches into one 

model. Many studies through empirical observation compare 

the performance of the hybrid with the pure cooperative and 

content-based strategies and demonstrate that the hybrid 

strategies will give a lot of correct recommendations than pure 

approaches. These strategies may be accustomed overcome a 



International Journal of Computer Applications (0975 – 8887) 

Volume 169 – No.1, July 2017 

32 

number of the common issues in recommender systems like 

cold begin and also the sparseness downside. 

2.3.1 Hybrid recommender system:  
The Hybrid Recommender System is illustrated as follows: 

 

Figure 1.Hybrid Recommendation System 

The hybrid recommender system shown in Fig 1 is one that 

mixes multiple techniques along to realize some activity 

between them. Netflix could be a exemplar of the employment 

of hybrid recommender systems. they create 

recommendations by comparison the observation and looking 

out habits of comparable users (i.e. cooperative filtering) yet 

as by giving movies that share characteristics with films that a 

user has rated extremely (content-based filtering). The term 

hybrid recommender system is employed here to explain any 

recommender system that mixes multiple recommendation 

techniques along to supply its output. there's no reason why 

many completely different techniques of constant kind 

couldn't be hybridized, as an example, 2 completely different 

content-based recommenders may work along, and variety of 

comes have investigated this sort of hybrid: News Dude, that 

uses each naive Thomas Bayes and kNN classifiers in its news 

recommendations is simply one example. Seven 

crossbreeding techniques: 

a. Weighted: The score of various recommendation parts 

square measure combined numerically.  

b. Switching: The system chooses among recommendation 

parts and applies the chosen one.  

c. Mixed: Recommendations from completely different 

recommender’s square measure given along.  

d. Feature Combination: options derived from completely 

different data sources square measure combined along 

and given to one recommendation algorithmic program.  

e. Feature Augmentation: One recommendation technique 

is employed to figure a feature or set of options that is 

then a part of the input to ensuing technique. 

f. Cascade: Recommenders square measure given strict 

priority, with the lower priority ones breaking ties within 

the rating of the upper ones.  

g. Meta-level: One recommendation technique is applied 

and produces some style of model, that is then the input 

employed by ensuing technique. 

3. RELATED WORK 

3.1 Existing method 
Sentiment analysis is conducted on 3 totally different levels: 

review-level, sentence-level, and phrase-level. Review-level 

analysis and sentence-level analysis conceive to classify the 

sentiment of an entire review to at least one of the predefined 

sentiment polarities, as well as positive, negative and typically 

neutral. whereas phrase-level analysis conceive to extract the 

sentiment polarity of every feature that a user expresses 

his/her perspective to the precise feature of a particular 

product.Zhanget al. propose a self-supervised and lexicon-

based sentiment classification approach to see sentiment 

polarity of a review that contains each matter words and 

emoticons. and that they use sentiment for recommendation. 

Lee et al. propose a recommender system mistreatment the 

thought of specialists to seek out each novel and relevant 

recommendations[8]. By analyzing the user ratings, they will 

suggest special specialists to a target user supported the user 

population. the present work primarily focuses on classifying 

users into binary sentiment (i.e. positive or negative), and that 

they don't go more in mining user’s sentiment. The existing 

approaches primarily leverage product class info or tag info to 

review the social influence. These strategies square measure 

all restricted on the structured information, that isn't forever 

obtainable on some websites. However, USer reviews will 

give us ideas in mining social abstract thought and user 

preferences. we have a tendency to propose a sentiment-based 

rating prediction technique within the framework of matrix 

factoring. In our work, we have a tendency to create use of 

social users’ sentiment to infer ratings. First, we have a 

tendency to extract product options from user reviews. Then, 

we discover out the sentiment words, that square measure 

accustomed describe the merchandise options. Besides, we 

have a tendency to leverage sentiment dictionaries to calculate 

sentiment of a particular user on Associate in Nursing 

item/product. The main contributions of our approach square 

measure as follows: we have a tendency to propose a user 

sentimental mensuration approach, that is predicated on the 

mined sentiment words and sentiment degree words from user 

reviews. we have a tendency to create use of sentiment for 

rating prediction. User sentiment similarity focuses on the 

user interest preferences. User sentiment influence reflects 

however the sentiment spreads among the sure users. Item 

name similarity shows the potential relevancy of things. we 

have a tendency to fuse the 3 factors: user sentiment 

similarity, social sentimental influence, Associate in Nursingd 

item name similarity into a probabilistic matrix factoring 

framework to hold out an correct recommendation. The 

experimental results and discussions show that user's social 

sentiment that we have a tendency to mined could be a key 

consider up rating prediction performances. In our paper, we 

have a tendency to not solely mine social user’s sentiment, 

however conjointly explore social sentimental influence and 

item’s name. Finally, we have a tendency to take all of them 

into the recommender system. the aim of our approach is to 

seek out effective clues from reviews and predict social users’ 

ratings. we have a tendency to fuse user sentiment similarity, 

lay personal sentiment influence, and item name similarity 

into a unified matrix factoring frame work to attain the rating 

prediction task. 

3.2 Proposed Method  
We propose a sentiment-based rating prediction technique 

within the framework of matrix factoring[9]. In our work, we 

have a tendency to create use of social users’ sentiment to 

infer ratings. First, we have a tendency to extract product 

options from user reviews. Then, we discover out the 

sentiment words, that square measure accustomed describe the 

merchandise options. Besides, we have a tendency to leverage 

sentiment dictionaries to calculate sentiment of a particular 

user on Associate in Nursing item/product. The main 

contributions of our approach square measure as follows: 
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a. We propose a user sentimental mensuration approach, that 

is predicated on the mined sentiment words and sentiment 

degree words from user reviews.  

b. We create use of sentiment for rating prediction. User 

sentiment similarity focuses on the user interest 

preferences. User sentiment influence reflects however the 

sentiment spreads among the sure users. Item name 

similarity shows the potential relevancy of things. 

c.  We fuse the 3 factors: user sentiment similarity, social 

sentimental influence, Associate in Nursingd item name 

similarity into a probabilistic matrix factoring framework 

to hold out an correct recommendation. The experimental 

results and discussions show that user's social sentiment 

that we have a tendency to mined could be a key consider 

up rating prediction performances. 

d.  The additional technique referred to as crossing technique 

is employed for implementing social sentiment influence 

between user and friends. the additional feature like poor, 

bad, wonderful is additionally else within which it's 

simply to predict the economical product. 

4. IMPLEMENTATION  
There square measure four modules a. information 

preprocessing for LDA b. Extracting product options c. User 

Sentimental mensuration d. Sentiment analysis 

4.1 Data preprocessing for LDA  
In the initial module we have a tendency to develop the info 

preprocessing for LDA[10]. we've collected rating dataset 

from http://www.yelp.com. we have a tendency to provide 

this dataset because the input to our system. the info set 

square measure product things dataset, user ratings dataset 

and user feedback dataset. we've to separate dataset feedback 

and ratings primarily based. the aim of our approach is to seek 

out effective clues from reviews and predict social users’ 

ratings. during this module, we have a tendency to first of all 

extract product options from user review corpus, so we have a 

tendency to introduce the tactic of distinguishing social users’ 

sentiment. The dataset square measure classes into 3 factors. 

a. Item’s name b. social sentimental influence c. User 

sentiment similarity  

4.2 Extracting product measures  
In this module, we have a tendency to extract product options 

from matter reviews mistreatment LDA[11]. we have a 

tendency to primarily wish to induce the merchandise options 

as well as some named entities and a few product/item/service 

attributes. LDA could be a Bayesian model, that is employed 

to model the link of reviews, topics and words. To construct 

the vocabulary, we have a tendency to first of all regard every 

user’s review as a group of words while not considering the 

order. Then we have a tendency to filter “Stop Words”, 

“Noise Words” and sentiment words, sentiment degree words, 

and negation words. A stop word is known as a word that has 

constant chance of occurring in those documents not relevant 

to question|a question |a question} as in those documents 

relevant to the query. as an example, the “Stop Words” might 

be some prepositions, articles, and pronouns etc.. once words 

filtering, the input text is evident and while not a lot of 

interference for generating topics. All the distinctive words 

square measure created within the vocabulary  , every word 

incorporates a label. From every topic, we've some frequent 

words. However, we want to filter the abuzz options from the 

candidate set supported their co-occurrence with adjective 

words and their frequencies in background corpus. 

4.3 User Sentimental Measurement  
We extend HowNet Sentiment Dictionary3 to calculate social 

user’s sentiment on things. during this module, we have a 

tendency to merge the positive sentiment words list and 

positive analysis words list of HowNet Sentiment wordbook 

into one list, and named it as POS-Words; conjointly, we have 

a tendency to merge the negative sentiment words list and 

negative analysis words list of HowNet Sentiment wordbook 

into one list, and named it as NEG-Words.during this module 

we have a tendency to develop 5 totally different levels in 

sentiment degree wordbook (SDD), that has 128 words in 

total. There square measure fifty two words within the Level-

1, which suggests the best degree of sentiment, like the words 

“most”, and “best”. And forty eight words within the Level-2, 

which suggests higher degree of sentiment, like the words 

“better”, and “very”. There square measure twelve words 

within the Level-3, like the words “more”, and “such”. There 

square measure nine words within the Level-4, like the words 

“a little”, “a bit”, and “more or less”. And there square 

measure seven words within the Level-5, like the words 

“less”, “bit”, and “not very”. Also, we have a tendency to 

engineered the negation wordbook (ND) by grouping 

frequently-used negative prefix words, like “no”, “hardly”, 

“never”, etc. These words square measure accustomed reverse 

the polarity of sentiment words. 

4.4 Sentiment analysis 
We first of all divide the initial review into many clauses by 

the mark. Then for every clause, we have a tendency to first of 

all search the wordbook American state to seek out the 

sentiment words before the merchandise options. A positive 

word is at first assigned with the score +1.0, whereas a 

negative word is assigned with the score −1.0. Secondly, we 

discover out the sentiment degree words supported the 

wordbook SDD and take the sentiment degree words into 

thought to strengthen sentiment for the found sentiment 

words. Finally, we have a tendency to check the negative 

prefix words supported the wordbook ND and add a negation 

check constant that incorporates a default price of +1.0. If the 

sentiment word is preceded by Associate in Nursing odd 

variety of negative prefix words at intervals the desired zone, 

we have a tendency to reverse the sentiment polarity, and also 

the constant is ready to −1.0. 

 Each sentiment issue is represented as follows: 

 a) User Sentiment Similarity, b) social Sentiment Influence, 

c) Item name Similarity  

We compare the performance of our technique with the 

present models on Yelp dataset. Within the objective operate 

of RPS, k is that the dimension of user and item latent feature 

vectors. The experimental results show the high accuracy of 

RPS[12]. Meanwhile, we have a tendency to demonstrate the 

importance of social friend factors (i.e. CircleCon2b, PRM) 

and express options (i.e. EFM) in a very recommender 

system. 
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5. SYSTEM DESIGN 

Figure 2.Design of the proposed system 

 

The system design which contains the users list, items list 

with user reviews, which are bounded with some factors like 

brand, price, quality, service from user reviews. We divide  

this items by using the sentiment dictionaries into three 

categories i.e., brand: good, quality: high, price: cheap. 

5.1 Block Diagram 
Block Diagram represents two phases:  

1. Considering the dataset and splitting items of data list with 

sentimental based and ratings based. 

2. Including the above phase the product prediction is done in 

three factors. They are a) User’s trust b) Item’s reputation and 

c) Sentimental similarity. With these the prediction is done by 

considering the positive and negative values with 5 different 

levels. 

  

 

Fig 3. Block diagram 

 

5.2 Architecture
The architecture is nothing but the step-by-step procedure as 

like the block diagram including the new factor called top 

most interpersonal. As in this factor, the new features are 

added to predict the product. 



International Journal of Computer Applications (0975 – 8887) 

Volume 169 – No.1, July 2017 

35 

Fig  4 Architecture of the proposed system 

 

5.3 Table1 Description 
The main factor in which the inter personal sentiment 

influence between the user and friends is implemented by 

using the hybrid factorization approach. As a result to show 

the differentiation between all the factors, the table follows for 

the top most interpersonal sentiment influence for one of the 

product called “Beauty & Spa”. 

 

Table 1. Inter personal sentiment influence 

Sno Beauty 

user id 

Beauty Friend id Beauty total 

friend Id 

1 142 2143,2399,1032,2899 1288 

2 156 3329,3446,4567,38 990 

3 283 2832,553,318,948. 1032 

4 507 522,2899,3760,5283 858 

5 1949 413,2947,2643,1667 866 

6 1980 4474,1130,1159,4442 935 

7 2159 808,3959,5273,2696 1146 

8 2699 4048,4406,3171,4949 1260 

9 3189 2591,1822,5180,1384 896 

10 3698 2345,2897,577,2947 885 

11 3772 2766,4442,1121,2749 1424 

12 3805 5364,1725,5178,1200 1121 

13 4220 985,4474,1392,1976 888 

The above is all about the top most interpersonal sentiment 

influence in which the beauty userId, the friends Id and total 

friend id. As the above table shows the result, by 

implementing the new method called hybrid factorization 

which is the proposed method. 

The results as drawn with graphs in which the existing method 

is shown in method A and the proposed method is shown in 

method B. 
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Table 2: results with Method A 

 

The graph shown in figure 5 shows all product categories. 

 

 

Fig 5. Graph for all product categories with method A 

In table 3 we can see the results with Method B where in which we have considered beauty& spa product data is taken into account. 

Table 3: Results with Method B

Beauty & Spa product 

Poor Bad Excellent 

Beauty  

Id 

Beauty 

User Id 

Beauty 

Item 

rating 

Beauty  Id Beauty 

User Id 

Beauty 

Item rating 

Beauty 

Id 

Beauty 

User Id 

Beauty 

Item 

rating 

1 4 1 3 13 0 3 12 5 

9 38 1 3 24 0 3 15 5 

18 53 1 3 26 0 3 21 5 

19 61 1 80 266 0 3 22 5 

20 65 1 0 0 0 3 25 5 

 

 

Beauty & Spa product 

Negative Medium Positive 

Beauty 

Id 

Beauty 

User Id 

Beauty 

Item 

rating 

Beauty Id Beauty 

user Id 

Beauty 

item 

rating 

Beauty 

Id 

Beauty 

User Id 

Beauty 

Item 

rating 

1 4 1 2 10 3 0 1 5 

2 7 2 3 14 3 0 2 5 

2 11 2 3 17 3 0 3 4 

3 13 0 3 18 3 1 5 5 

3 24 0 6 34 3 1 6 5 
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6. CONCLUSION 

In this paper, a recommendation model is proposed by mining 

sentiment information from social users’ reviews. We fuse 

user sentiment similarity, interpersonal sentiment influence, 

and item reputation similarity into a unified matrix 

factorization frame work to achieve the rating prediction task. 

In particular, we use social users’ sentiment to denote user 

preferences. Besides, we build a new relationship named 

interpersonal sentiment influence between the user and 

friends, which reflect show users’ friends influence users in a 

sentimental angle. What is more, as long as we obtain user’s 

textual reviews, we can quantitatively measure user’s 

sentiment, and we leverage items’ sentiment distribution 

among users to infer item’s reputation. The experiment results 

demonstrate that the three sentimental factors make great 

contributions to the rating prediction. Also, it shows 

significant improvements over existing approaches on a real-

world dataset. In our future work, we can consider more 

linguistic rules when analyzing the context, and we can enrich 

the sentiment dictionaries to apply fine-grained sentiment 

analysis. Besides, we can adapt or develop other hybrid 

factorization models such as tensor factorization or deep 

learning technique to integrate phrase-level sentiment 

analysis. 
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