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1. INTRODUCTION 
In 1970, Takahashi [25] introduced the concept of convexity 

in metric space ( , )X d  as follows: 

Definition 1.1 [25] A map 
2: [0,1]W X X   is a convex 

structure in X  if 

( , ( , , )) ( , ) (1 ) ( , )d u W x y d u x d u y       

for all , ,x y u X  and [0,1].  A metric space ( , )X d  

together with a convex structure W is known as convex metric 

space and is denoted by ( , , ).X d W  A nonempty subset C  of 

a convex metric space is convex if ( , , )W x y C   for all

,x y C  and [0,1] . 

All normed spaces and their subsets are the examples of 

convex metric spaces. But there are many examples of convex 

metric spaces which are not imbedded in any normed space, 

(see Takahashi [25]).After that several authors extended this 

concept in many ways. One such convex structure is 

hyperbolic space which was introduced by Kohlenbach [23]as 
follows: 

Definition 1.2 [23] A hyperbolic space ( , , )X d W  is a metric 

space ( , )X d  together with a convexity mapping 
2: [0,1]W X X   satisfying 

(W1) ( , ( , , )) (1 ) ( , ) ( , )d z W x y d z x d z y      

(W2) 1 2 1 2( ( , , ), ( , , )) ( , )d W x y W x y d x y      

(W3) ( , , ) ( , ,1 )W x y W y x    

(W4) ( ( , , ), ( , , )) (1 ) ( , ) ( , )d W x z W y w d x y d z w       

for all , , ,x y z w X  and 1 2, , [0,1].     

Clearly every hyperbolic space is convex metric space but 

converse need not true. For example, if X R (the set of 

reals), ( , , ) (1 )W x y x y      and define 

( , )
1

x y
d x y

x y




 
 for , ,x y R  then ( , , )X d W  is a convex 

metric space but not a hyperbolic space.                

The concept of  -convergence in a metric space was 

introduced by Lim [20] and its analogue in CAT(0) spaces 

was investigated by Dhompongsa and Panyanak [14].  In this 

paper, some strong and  -convergence results for total 

asymptotically quasi-nonexpansive mappings using modified 

Khan et. al. iterative procedure of total asymptotically quasi 

nonexpansive mappings in hyperbolic spaces are established. 

The results obtained extend and generalize some results of 

Sahin and Basarir[1], Basarir and Sahin[10],Chang et. al.[18], 

Agarwal et. al. [12], Aggarwal and Chugh[11], Khan et. al. 

[15], Khan, Cho and Abbas [17]  and Khan and Abbas [16].  

Now, some well known concepts and results are given as: 

The class of Hyperbolic spaces includes normed spaces,  

CAT(0) spaces, Hadmard manifolds, R-trees and Hilbert balls. 

            A hyperbolic space ( , , )X d W

 is said to be uniformly convex [21] if for all , , ,u x y X
 

0r  and (0,2]  , there exists a (0,1]   such that    

1
( ( , , ), ) (1 )

2
d W x y u r  ,whenever            

( , ) , ( , )d x u r d y u r  and ( , )d x y r . 

  A map : (0, ) (0,2] (0,1]    which provides 

such a ( , )r   for , , , 0u x y X r    and (0,2]   is called 

modulus of uniform convexity of X. We call   to be 

monotone if it decreases with r (for a fixed ). 

A sequence { }nx  in ( , )X d

 is Fejer monotone with respect to a subset K of X if 

1( , ) ( , )n nd x x d x x  for all x K . 

             Let { }nx  be a bounded sequence in a metric space X. 

We define a functional (.,{ }) :nr x X R  by 

( ,{ }) limsup ( , )n n nr x x d x x for all x K .The asymptotic 

radius of { }nx  with respect to K X is defined 

as, ({ }) inf{ ( ,{ }) : }n nr x r x x x K  . 

 A point y K  is called the asymptotic centre of

{ }nx  with respect to K X  if  
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( ,{ }) ( ,{ })n nr y x r x x for all x K .The set of all asymptotic 

centres of { }nx  is denoted by ({ })nA x . 

            A sequence { }nx in X is said to -converge to x X

 if x is the unique asymptotic centre of { }nu  for every 

subsequence{ }nu  of  { }nx  [25]. In this case, we write x 

as  limit of{ }nx , i.e., limn nx x   . 

Also  convergence coincides with weak convergence in 
Banach spaces with opial’s property [22]. 

It is known that uniformly convex Banach spaces and even 

CAT(0) spaces have the property that ‘bounded sequences 

have unique asymptotic centres with respect to closed convex 

subsets.’ The following lemma is due to Leustean [9] and 

ensures that this property also holds in a complete uniformly 
convex hyperbolic space.  

Lemma1.3 [9] Let (X, d,W) be a complete uniformly convex 

hyperbolic space with monotone modulus of uniform 

convexity η. Then every bounded sequence {xn} in X has a 

unique asymptotic centre with respect to any nonempty closed 
convex subset K of X. 

Definition 1.4. Let C be nonempty subset of a hyperbolic 

space X  and T : CC  be a mapping and let 
TF  be the set 

of fixed points of T. Then T is called 

a) Uniformly L-Lipschitzian if there exists a constant 

L>0 such that  

( , ) ( , )n nd T x T y Ld x y
              

for 

all , , .x y C n N 
 

b) nonexpansive if ( , ) ( , )d Tx Ty d x y              for 

all , .x y C  

c) quasi-nonexpansive[19] if ( , ) ( , )d Tx p d x p

 for all , ( ).x C p F T   

d) asymptotically nonexpansive[7] if for a sequence 

  [1, )nk   with lim 1,n nk  we have  

( , ) ( , )n n

nd T x T y k d x y for all , , .x y C n N   

e) asymptotically quasi-nonexpansive[8] if for a 

sequence   [1, )nk   with lim 1,n nk  we have 

( , ) ( , )n

nd T x p k d x p
  

for all , ( ), .x C p F T n N    

f) nearly asymptotically nonexpansive if there exists 

constants [0,1), 0n na k 
 

with  

lim 0, ( ) 1, lim ( ) 0n n

n n na T T    
 

(where 

( )nT  denotes the infimum of constants )nk  such that 

 ( , ) ( , )n n

n nd T x T y k d x y a 
             

 
for all , , .x y C n N   

g) total asymptotically nonexpansive[18] if there exist 

non-negative real sequences    ,n n 
 

with 

0, 0,n n  
 

and a strictly increasing continuous 

function :[0, ) [0, )    with (0) 0  such that  

  ( , ) ( , ) ( ( , ))n n

n nd T x T y d x y d x y    

              
for all , , .x y C n N   

h) total asymptotically quasi-nonexpansive mapping if  

there exist non-negative real sequences    ,n n 
 
with 

0, 0,n n  
 

and a strictly increasing continuous 

function :[0, ) [0, )    with (0) 0  such that 

( , ) ( , ) ( ( , ))n

n nd T x p d x p d x p    
            

for 

all , ( ), .x C p F T n N    

i) semi-compact if for a sequence  nx in C with 

lim ( , ) 0,n n
n

d x Tx


 exists a subsequence  
knx of  nx  

such that  
knx converges strongly to a point p C . 

Remark 1.5 It can be clearly seen that the class of total 

asymptotically quasi-nonexpansive mappings includes the 

classes of total asymptotically nonexpansive, nearly 

asymptotically nonexpansive, asymptotically quasi-

nonexpansive, asymptotically nonexpansive, quasi-

nonexpansive and nonexpansive mappings. But the converse 
of each may not be true (see [8],[18] and [24]). 

Lemma 1.6. [6] Let    ,n na b and n be sequences of 

nonnegative real numbers such that   

  1 (1 ) ,n n n na a b   
  

 
for all n N .  

If 
1

n

n






   and 
1

n

n

b




   then lim n
n

a
  

exists. 

Lemma 1.7 [2] Let ( , , )X d W

 be a uniformly convex hyperbolic space with monotone mod

ulus of uniform convexity . Let x X and { }na be a 

sequence in [b,c]  for some , [0,1].b c  If { }nw  and { }nz

 are sequences in X such that limsup ( , ) ,n nd w x r 

limsup ( , )n nd z x r   and lim ( ( , , ), )n n n nd W w z a x r   for 

some 0r  , then 

 

               Let C be a nonempty subset of a Banach space X and 

T, S : C C be two mappings. In the sequel F denotes the set 

of common fixed points of the mappings T and S.  

 Schu [5] defined the modified Mann iterative 

procedure which is a generalization of Mann iterative 
procedure, 

1

1

,

(1 ) , ,n
n n n n n

x x C

x a x a T x n N

 


   

   (1.1.1) 

where {an}is in (0,1) . If an =1 for all n N , then it 

reduces to modified Picard iteration defined as 

1

1

,

, .n
n n

x x C

x T x n N

 


 

   (1.1.2) 

Tan and Xu [6] generalized Ishikawa iteration procedure and 
studied modified Ishikawa iteration procedure, 

1

1

,

(1 ) ,

(1 ) , ,

n
n n n n n

n
n n n n n

x x C

x a x a T y

y b x b T x n N



 


  


   

  (1.1.3)  

lim ( , ) 0.n n nd w z 
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where {an} and {bn}are in (0,1) . By taking bn =0 for all 

n N in (1.1.3), we obtain modified Mann iterative 

procedure (1.1.1). 

In 2007, Agarwal et. al. [12] defined the modified S-iterative 
procedure in as follows: 

             

1

1

,

(1 ) ,

(1 ) , ,

n n
n n n n n

n
n n n n n

x x C

x a T x a T y

y b x b T x n N



 


  


   
  

(1.1.4) 

where {an} and {bn}are in [0,1] . We note that (1.1.4) is 

independent of (1.1.3) (and hence of (1.1.1)).  

 Recently, Khan, Cho and Abbas [17] introduced 

modified Khan et.al. iterative procedure as follows: 

1

1

,

(1 ) ,

(1 ) , ,

n n

n n n n n

n

n n n n n

x x C

x a T x a S y

y b x b T x n N



 


  


   

 (1.1.5)

 

where {an} and {bn}are in (0, 1).  

Now the iterative scheme (1.1.5) is modified in 
hyperbolic spaces as follows: 

Let C be a nonempty subset of a hyperbolic space X and T, S : 

CC be two mappings with F  . Then the sequence 

 nx generated by  

1

1

,

( , , )

( , , ), ,

n n
n n n n

n
n n n n

x x C

x W T x S y a

y W x T x b n N



 





 

  (1.1.6) 

where {an} and {bn}are in (0, 1) is called modified Khan et. al  

iterative procedure and for  S=T, it reduces to the modified S-

iteration defined by Chugh et. al. [13] in hyperbolic spaces 
given as: 

1

1

,

( , ,a )

( , , ), ,

n n
n n n n

n
n n n n

x x C

x W T x T y

y W x T x b n N



 





 

  (1.1.7) 

where {an} and {bn}are in (0, 1). 

For  n=1 in (1.1.6) then Khan et. al. iterative scheme defined 

by Khan et. al. [15] will be obtained as a special case of 
iterative procedure (1.1.6):  

2. MAIN RESULTS 
In this section, some strong and  -convergence results of the 

modified khan et. al. iterative procedure (1.1.6) to a common 

fixed point of two total asymptotically quasi-nonexpansive 

mappings T and S in hyperbolic spaces are proved.  

Let T, S: CC be two total asymptotically quasi-

nonexpansive mappings satisfying 

 ( , ) ( , ) ( ( , ))n

n nd T x p d x p d x p    
  

and 

( , ) ( , ) ( ( , ))n

n nd S x p d x p d x p    
            

for all 

, ( ), ,x C p F T n N   with non-negative real sequences 

   ,n n 
 

with 0, 0,n n  
 

and a strictly increasing 

continuous function :[0, ) [0, )    with (0) 0  .  

From now onwards,  the set of common fixed points of T and 

S is denoted by   : .F p C Tp p Sp     

Lemma 2.1 Let C be a nonempty closed convex subset of a 

hyperbolic space X and T, S : CC be two uniformly L1 and 

L2-Lipschitizian and total asymptotically quasi-nonexpansive 

mappings and

 

 1 2max ,L L L  . Let {xn} be defined by 

iterative procedure (1.1.6) with F  . If the following 

conditions are satisfied: 

a) 
1 1 1

, , ;n n n

n n n

a 
  

  

         

b) there exists a constant 0M    such that 

  , 0;r M r r    

c)  nb is the sequence in [0,1]: 

d)   
1

sup , :n

n

d z T z z B




   for each bounded 

subset B of C. 

e) there exists constants , (0,1)b c  with 

1
0 (1 )

2
b c    such that   [ , ],na b c  

then 

(i) lim ( , )n
n

d x q


exists for all q F . 

(ii) lim ( , ) 0 lim ( , )n n n n
n n

d x Tx d x Sx
 

  . 

Proof.  Let q F . Then, 

( , ) ( ( , , ), )n
n n n nd y q d W x T x b q  

                     (1 ) ( , ) ( , )n
n n n nb d x q b d T x q    

          (1 ) ( , ) ( , ) ( , )n n n n n n nb d x q b d x q d x q      
 

    
(1 ) ( , )n n n n nb M d x q b     

   

    (1 ) ( , )n n nM d x q          (2.1.1)  

Now, using (2.1.1),  

1( , ) ( ( , , ), )n n
n n n nd x q d W T x S y a q   

            (1 ) ( , ) ( , )n n
n n n na d T x q a d S y q  

 

    
  (1 ) ( , ) ( , ) ( , )n n n n n n na d x q d x q a Ld y q      

      

    

  

 

(1 ) ( , ) ( , )

(1 ) ( , )

n n n n n

n n n n

a d x q d x q

a L M d x q

  

 

   

  
 

    

 

 

(1 ) (1 ) ( , )

(1 ) ( , )

n n n n

n n n n

a M d x q

a L M d x q

 

 





   

  
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 
  

(1 )(1 ) (1 ) ( , )

1 1

n n n n n

n n

a M a L M d x q

a L

 



     

  
 

     

      
  

1 1 1 1 ( , )

1 1 .

n n n n

n n

a L M a L d x q

a L





     

  
 

 

Thus, by Lemma 1.6 and condition (a), lim
n

( , )nd x q exists 

for all .q F  

Let  lim ( , )n
n

d x q c


 .   (2.1.2) 

Since, 

   , ( , ) ( , )n
n n n n nd S y q d y q d y q    

 

       
(1 ) ( , )n n nM d y q     

 (1 ) (1 ) ( , )n n n n nM M d x q        

(1 )(1 ) ( , ) (2 ) .n n n n nM M d x q M           

Using, (2.1.2),   

lim sup ( , ) .n
n

n

d S y q c


   (2.1.3) 

Similarly, 

 lim sup ( , ) .n
n

n

d T x q c


   (2.1.4) 

In addition, 

1lim ( ,q) lim ( ( , , ),q).n n

n n n n
n n

c d x d W T x S y a
 

 
 

With the help of (2.1.3), (2.1.4) and Lemma 1.7,  

 lim ( , ) 0n n
n n

n
d T x S y


 .  (2.1.5) 

On the other hand, since 

1( , ) (W , , ), ) ( , ).n n n n n n
n n n n n n n n nd x T x d T x S y a T x a d S y T x  

 

From (2.1.5),  

1lim ( , ) 0.n
n n

n
d x T x


 .  (2.1.6) 

Thus, using condition (d),  

lim ( , ) 0.n
n n

n
d x T x


 .  (2.1.7) 

Hence, from (2.1.6) and (2.1.7),  

1lim ( , ) 0.n n
n

d x x


 .  (2.1.8) 

 Now,  

 ( , ) (W( , ,b ), )n
n n n n n nd y x d x T x x  

                (1 ) ( , ) ( , ).n
n n n n n nb d x x b d T x x    

Using (2.1.7),  

 lim ( , ) 0n n
n

d y x


 .   (2.1.9) 

Also,  1 1( , ) ( , ) ( , )n n n n n nd x y d x x d y x    

 Using (2.1.8) and (2.1.9),  

 1lim ( , ) 0n n
n

d x y


 .   (2.1.10) 

Now,  

1 1( , ) ( , ) ( , ) ( , )n n n n
n n n n n n n nd x S y d x x d x T x d T x S y    . 

By (2.1.5), (2.1.7) and (2.1.8),  

1lim ( , ) 0n

n n nd x S y   .  (2.1.11) 

Thus, 

1 1( , ) ( , ) ( , ) ( , )n n n n
n n n n n n n nd x S x d x x d x S y d S y S x     

                  1 1( , ) ( , ) ( , )n
n n n n n nd x x d x S y Ld y x     

So, (2.1.8), (2.1.9) and (2.1.11) gives 

   lim ( , ) 0n

n n nd x S x  .  (2.1.12) 

Then, 

1 1 1

1 1 1 1 1

1

1

( , ) ( , ) ( , )

( , )

n n n

n n n n n n

n

n n

d x Tx d x T x d T x T x

d T x Tx

  

    





 


 

1

1 1 1 1( , ) ( , ) ( , )n n

n n n n n nd x T x Ld x x Ld T x x

       

       1

1 1 1( , ) ( , ) ( , )n n n

n n n n n n nd x T x Ld x x La d T x S y

     . 

It follows from (2.1.5), (2.1.7) and (2.1.8) that   

lim ( , ) 0n n nd x Tx  .     

Finally,  

1 1

1 1 1 1 1 1( , ) ( , ) ( , )n n

n n n n n nd x Sx d x S x d S x Sx 

        

                     1

1 1 1 1( , ) ( , )n n

n n n nd x S x Ld S x x

      

       
1

1 1 1 1( , ) ( , ) ( , )n n n n

n n n n n nd x S x L d S x S y d S y x

   
      

          1

1 1 1 1( , ) ( , ) ( , )n n

n n n n n nd x S x L Ld x y d S y x

   
      

implies by using (2.1.10), (2.1.11) and (2.1.12) that   

lim ( , ) 0n n nd x Sx  . 

Theorem 2.2 Let X, C, T, S, F,{an}, {bn} and{xn} be as in 

Lemma 2.1. If I T and I S  are demiclosed  with respect 

to zero, then {xn}  -converges to a point of F. 

Proof. Let q F . Then by Lemma 2.1, lim ( , )n
n

d x q


exists 

for all q F . Thus {xn} is bounded. From  Lemma 2.1, we 

have lim ( , ) 0 lim ( , )n n n n
n n

d x Tx d x Sx
 

  .  

 Firstly, it is to be prove that ( ) .nx F   Let 

( )nu x , then there exists a subsequence {un} of {xn} such 

that    { }.nA u u Then there exists a subsequence {vn} of 

{un} such that  - limn nv v for some v C . Also I T and 

I S  are demiclosed with respect to zero, therefore  Tv = v= 

Sv, which means that v F . By Lemma 2.1, lim ( , )n
n

d x v


exists.  Now, it is  claimed that u = v. Assume on the contrary 

that u   v. Then by the uniqueness of asymptotic centers, 
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lim sup ( , ) lim sup ( , )

lim sup ( , ) lim sup ( , )

n n
n n

n n
n n

d v v d v u

d u u d u v

 

 



 

            lim sup ( , ) lim sup ( , ),n n
n n

d x v d v v
 

    

a contradiction. Thus u = v F  and hence ( ) .nx F   

Now, it is to be prove that the sequence {xn}  -converges to a 

point of F, I show that ( )nx consists of exactly one point. 

Let {un} be a subsequence of {xn}. Then there exists a 

subsequence {vn} of {un} such that  - limn nv v for some 

v C . Let    { }nA u u and    { }.nA x x  It is already 

proved that u = v F . Finally, it is claimed that x = v. If is not 

true, then existence of  lim ( , )n
n

d x v


 and uniqueness of 

asymptotic centre imply that

 

lim sup ( , ) lim sup ( , ) lim sup ( , )

lim sup ( , ) lim sup ( , ),

n n n
n n n

n n
n n

d v v d v x d x x

d x v d v v

  

 

 

 
        

a contradiction. Thus x = v F  and hence ( ) { }.nx x 

Thus, {xn}  -converges to a point of F. 

Now, the strong convergence results for iterative procedure 
(1.1.6): 

Theorem 2.3. Let X be a complete hyperbolic space and C, T, 

S, F,{an}, {bn},{xn} be as in Lemma 2.1. If ,F  then {xn} 

converges strongly to a point of F if and only if 

lim inf ( , ) 0n
n

d x F


 , where  ( , ) inf ( , ) : .d x F d x p p F   

Proof. Necessity is obvious. Conversely, suppose that 

lim inf ( , ) 0n
n

d x F


 . As proved in Lemma 2.1, we have

 1( , ) ( , )n nd x p d x p  for all p F . 

This implies that 1( , ) ( , )n nd x F d x F  , so that 

lim ( , )n
n

d x F


 exists. But by hypothesis lim inf ( , ) 0n
n

d x F




. Therefore  lim ( , ) 0n
n

d x F


 .  

Next, it is shown that {xn} is a cauchy sequence in C. Let 

0  be arbitrarily chosen. Since  

lim ( , ) 0n
n

d x F


 , there exists a positive integer n0 such that  

( , )
4

nd x F


  for all n  n0. 

In particular,  
0

inf ( , ) : .
4

nd x p p F


 

 

Thus there must 

exist *p F such that  

   
0

( , *) .
2

nd x p


   

Now for all m, n  n0,  

 ( , ) ( , *) ( *, )n m n n m nd x x d x p d p x    

        
0

2 ( , *) 2 .
2

nd x p



 

   
 

 

Hence {xn} is a cauchy sequence in a closed subset C of a 

complete hyperbolic space and so it must converge to a point 

q in C. Now, lim ( , ) 0n
n

d x F


 , gives that ( , ) 0.d q F   Since 

F is closed, implies q F . 

Fukhar-ud-din and Khan [3] introduced the concept of  

condition  A as follows: 

Two mappings T, S : C C are said to satisfy the condition

 A  if there exists a nondecreasing function f : [0, ∞)→ [0, 

∞) with  f(0) = 0, f(r)>0 for all r  (0,∞) such that either  

 ( ( , )) ( , )f d x F d x Tx ,  or  ( ( , )) ( , )f d x F d x Sx
 

for all x C ,  

where  ( , ) inf ( , ) : .d x F d x p p F   

By taking S = T in this condition, it reduces to 

condition(A) of Senter and Doston[4]. 

Theorem 2.4. Let X be a complete hyperbolic space and C, T, 

S, F,{an}, {bn},{xn} be as in Lemma 2.1. Let S, T satisfy the 

condition  A and .F  Then {xn} converges strongly to a 

point of F. 

Proof.  It has  proved in Lemma 2.1 that lim ( , )n
n

d x p


exists 

for all p F . Let this limit be c. As proved in Lemma 2.1, 

we have 1( , ) ( , )n nd x p d x p  for all p F . 

This gives that 1inf ( , ) inf ( , )n n
p F p F

d x p d x p
 

 , which means 

that 1( , ) ( , )n nd x F d x F  , so that lim ( , )n
n

d x F


 exists. 

Again using Lemma 2.1, we have

lim ( , ) 0 lim ( , )n n n n
n n

d x Tx d x Sx
 

  . 

From the condition  A , either 

 lim ( ( , )) lim ( , ) 0,n n n
n n

f d x F d x Tx
 

 
 

or 

lim ( ( , )) lim ( , ) 0.n n n
n n

f d x F d x Sx
 

   

Hence lim ( ( , )) 0.n
n

f d x F



 
Since  f : [0, ∞)→ [0, ∞) is a 

nondecreasing function satisfying f(0) = 0, f(r)>0 for all r  

(0,∞), therefore we have lim ( , ) 0.n
n

d x F



 

Now, all the 

conditions of Theorem 2.3 are satisfied, therefore {xn} 
converges strongly to a point of F. 

Theorem 2.5. Let X be a complete hyperbolic space and C, T, 

S, F,{an}, {bn},{xn} be as in Lemma 2.1. Suppose that one of 

S and T is semi-compact. If ,F   {xn} converges strongly to 

a point of F. 

Proof.  From Lemma 2.1, we have

lim ( , ) 0 lim ( , )n n n n
n n

d x Tx d x Sx
 

  . Let one of S and T is 

semi-compact, then there exists a subsequence  
knx of  nx

such that  
knx converges strongly to some point p C . 

Moreover, using continuity of S and T, we have  

 ( , ) lim ( , ) 0,
k kn n

n
d p Tp d x Tx


   

( , ) lim ( , ) 0.
k kn n

n
d p Sp d x Sx


   
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Thus, .p F  Again, from Lemma 2.1, lim ( , )n
n

d x p


exists 

for all p F . Since lim ( , ) 0.
kn

k
d x p




 

Therefore, lim ( , ) 0n
n

d x p


 and therefore {xn} converges 

strongly to a point of F. 
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