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ABSTRACT
The amount of e-information available has increased greatly over
the past few decades. As the vast amount of information is available
for every theme on Internet, shortening the information in the form
of summary would immensely benefit readers. Hence, the natural
language processing research community is developing new meth-
ods for summarizing the text mechanically. Automatic text sum-
marization system produces a summary, i.e. short length text that
includes all the significant information for the article. This paper
presents a comprehensive survey of contemporary text summariza-
tion of extractive and abstractive approaches.
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1. INTRODUCTION
The goal of automatic summarization is to take e-information, ex-
tract the important content from it and present the content to the
user in a condensed form and in a manner amenable to the user’s or
application’s need [75]. Because of world wide web, mobile com-
munication we have access to large amount of information. We
have more information with less time or ability to go through it.
So there is need for automatic summarization in such situation.
The amount of information on the web is in diverse forms such
as text, video, images. it is very difficult for users to come upon
important information of his/her interest. Automatic summariza-
tion field exists since 1950. Researchers have been trying to de-
vise techniques for generating summaries so that machine gener-
ated summary would replace the human-made summary. There are
two approaches for generating summary: extractive and abstrac-
tive. An extractive method builds summary using selected and jux-
taposed sentences from the original text. An abstractive method
regenerates the gist of a text in the form of new sentences. Ab-
stractive methods are highly complecated and difficult as they need
understanding of the document. The generation of abstracts is an
intellectual effort and it requires familiarity with the subject. Re-
searchers are focusing more on a simpler approach based on extrac-
tive summaries and trying to achieve more coherent and cohesive
summaries. Summaries can be viewed in terms indicative and infor-
mative abstracts. An indicative abstract gives comprehensive infor-
mation that helps the user to decide whether to read the document
or not. An informative abstract covers all the important information
source. Depending on the type user the summary can be catagorized
as User-focused summaries (or Topic focused or query focused)

and generic summaries. User-focused summaries are tailored to re-
quirements of a particular user or group users. Generic summaries
are aimed at particular reader community. These summaries may be
indicative or informative. Depending on the number of documents
the summarization can be classified as single document or multi-
ple document summarization. Automatic summarization shortens
a source document into meaningful content without altering infor-
mation. Thus it helps the user to grasp the main concept quickly
without the need to examine the whole document, thereby saving
time and efforts. Text summarization process works in three steps
[35]as follows,

—Analysis step analyzes source text and selects attributes.
—Transformation step transforms the result of the analysis.
—Synthesis step produces the summary.

This paper presents extractive, abstractive text summarization tech-
niques and different evaluation methods for text summarization.
The paper is organized as follows: Section II describes extractive
summarization techniques. Section III describes abstractive sum-
marization techniques. Section IV Evaluation methods. Section V
concludes the paper.

2. EXTRACTIVE TEXT SUMMARIZATION
METHOD

These are also called shallow approaches wherein they do not ven-
ture beyond a syntactic level of representation. For example, words
may be analyzed to a semantic level but sentences will be analyzed
at most to asyntactic level. The advantage of this method is robust-
ness. The challenge in extractive summarization is to decide which
sentences from the input document are important and should be in-
cluded in the summary. Extractive methods [84] has three steps:

—Create an intermediate representation of the original text;
—Sentence scoring;
—Select high scores sentences to the summary.

First step creates a representation of the document. Usually, it di-
vides the text into paragraphs, sentences, and tokens. Sometimes
some preprocessing, such as stop word removal is performed. The
second step tries to determine which sentences are important to the
document or to which extent it combines information about differ-
ent topics, by sentence scoring. It first, assigns a score to each sen-
tence based on a feature such as Word scoring, Word Frequency,
Term Frequency-Inverse Document Frequency(TF/IDF ), Lexical
Similarity, and Sentence Length then ranks sentences according to
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their score. The score should be a measure of how significant a sen-
tence is to the understanding of the text as a whole. The last step
combines the score provided by the previous steps and generates a
summary. The following definitions presents the main methods in
each of the aforementioned approaches,

—Word scoring:The initial methods in sentence scoring were based
on words. Each word receives a score and the weight of each
sentence is the sum of all scores of its constituent words. The
approaches in the literature are outlined here.

—Word frequency: As the name of the method suggests, the more
frequently a words occurs in the text, the higher its score. In other
words, sentences containing the most frequent words in a docu-
ment stand a higher chance of being selected for the final sum-
mary. The assumption is that the higher the frequency of a word
in the text, the more likely that it indicates the subject of the text.

—TF/IDF: This algorithm performs a comparison between the term
frequency (TF) in a document (in this case each sentence is
treated as a document) and the document frequency (IDF), which
means the number of times that the word occurs along all docu-
ments.

—Lexical similarity: It is based on the assumption that important
sentences are identified by strong chains. In other words, it re-
lates sentences that employ words with the same meaning (syn-
onyms) or other semantic relation.

—Sentence length: This feature is employed to penalize sentences
that are too short. The method uses length as number of words in
sentence. In addition, penalizes sentences that are shorter than a
certain length.

2.1 Term Frequency - Inverse Document Frequency
Method (TF*IDF)

The TF*IDF is a numerical statistic that is intended to reflect how
important a word is to a document in a collection or corpus. Then
sentences are scored according to product and sentence having high
score are included in the summary. The problem with this method is
that longer sentences get higher scores than shorter sentences. This
is a consequence of having more words in longer sentences thereby
summary length increase. At IBM, Luhn[69] worked on technical
documents. In this work he removed stop word in the document and
frequency of content words was considered in generating summary.
This method looks for concentration of salient (content) words in
the document. He calculated the score of sentences as follows,

score =
Number of significant words in the sentence

number of words

Edmundson[18] presented a weight based method wherein the ba-
sic unit of extraction is the sentence. The method computes the
weight of each sentence based on certain features like location, title,
cue words, stigma words and keywords. A sentence is given weight
based on its location in the document. This feature is dependent
on the type of the document. For example, in technical documents,
sentences in the conclusion section are ranked high, while in news
articles; first few sentences are ranked higher. Sentences contain-
ing title words are considered to have a higher score. Title words
are those that are present in the title of the document, headings
and subheadings are significant words are given higher scores. Cue
words are those words containing cue words/phrases like conclu-
sion, concisely etc. They add a positive score to the word. Stigma
words are those words that add a negative score to the word. Words
like slowly etc. come under this category. Keywords are the words
that tend to be more redundant and talk about the main content in

the given text. Score of a sentence is then computed as the sum
of the scores of its constituent words. Jayashree R et al.[47] de-
veloped an algorithm that extracts key words from Kannada text
documents, for which they combine GSS ( Galavotti, Sebastiani,
Simi) coefficients and IDF(Inverse Document Frequency) methods
along with TF(Term Frequency) for extracting key words and later
uses these for summarization. The principal objective of this work
is to assign a weight to each word in a sentence. The weight of a
sentence is the sum of weights of all words, based on the scoring
of sentences. They choose top ’m’ sentences for generating a sum-
mary of length m. Mikael Kageback et al. [49] proposed the use of
continuous vector representations for semantically aware represen-
tations of sentences as a basis for measuring similarity. They inves-
tigated the effects of using phrase embedding for summarization.
Two implementations of word vectors and two different approaches
for composition were evaluated. All investigated combinations im-
proved the original Lin-Bilmes approach (using tf-idf representa-
tions of sentences). Rafael Ferreira et al. [23] used three different
corpora. One would obtain a coincidence of four methods as be-
ing the best ones: Word Frequency, TF/IDF, Lexical Similarity, and
Sentence Length. The strategy Text- Rank Score was also chosen
by as providing good results for two of the three data sets tested.
Chin-Yew Lin et al. [60] represented a procedure to automatically
acquire topic signatures and evaluates the effectiveness of apply-
ing topic signatures to extract topic relevant sentences. The topic
signature method outperforms the baseline and the tf*idf methods
for all test topics. Topic signatures can not only recognize related
terms (topic identification), but group related terms together under
one target concept (topic interpretation). Topic signatures have also
been viewed as an inverse process of query expansion. A Progres-
sive summary benefits a user to monitor changes in evolving news
topics over a period. Detecting innovative information is the essen-
tial part of advanced summarization that differentiates it from nor-
mal multi- document summarization. Praveen Bysani [10]explores
the possibility of detecting novelty at various stages of summariza-
tion. New scoring features, Re-ranking criteria, and filtering strate-
gies are proposed to identify relevant novel information. Jiaming
Zhan et al. [120] propose an approach to automatically summa-
rize multiple customer reviews based on their internal topic struc-
ture. This method accounts for topical overlap within real-world
reviews by extracting topics across reviews, instead of dividing
reviews into several non-overlapping clusters. The experimental
study and its evaluation results have demonstrated that the proposed
approach can achieve better summarization performance and users
satisfaction when compared to the approaches of opinion mining
and clustering-summarization. Atefeh Farzindar et al. [22] describe
a method for the summarization of legal documents helping a legal
expert determine the key ideas of judgement. The approach relies
on the exploration of the documents architecture and its thematic
structures to build a table style summary for improving coherency
and readability of the text. The method extracts relevant units in the
source judgment by identifying the discourse structures and deter-
mining the semantic roles of thematic segments in the document.
The thematic structures in a tabular form divide the summary pre-
sentation: DECISION DATA, INTRODUCTION, CONTEXT, JU-
RIDICAL ANALYSIS and CONCLUSION. The generation of the
summary is done in four steps: thematic segmentation to detect the
document structures, filtering to eliminate unimportant quotations
and noises, selection of the candidate units and production of ta-
ble style summary. Orkut Buyukkokten et al. [9] discuss a new
approach to summarize and browse Web pages on small devices.
Each Web page is broken into text units that can each be hidden,
partially displayed, made fully visible, or summarized. One method
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extracts significant keywords from the text units, another attempts
to find each text units most significant sentence to act as a sum-
mary for the unit. The model uses information retrieval techniques,
which adapts to the World-Wide Web context. Rafeeq Al-Hashemi
[1] generated summarization in four stages. The preprocess stages
convert the unstructured text into structured. In the first stage, the
system removes the stop words, parse the text and assigning the
POS (tag) for each word in the text and store the result in a ta-
ble. The second stage extracts the relevant key phrases in the text
and rank the candidate words. The system uses the extracted key-
words/keyphrases to select the important sentence. Each sentence
ranked depending on many features such as the existence of the
keywords/keyphrase in it, the relation between the sentence and the
title by using a similarity measurement and other many features.
The Third stage of the proposed system is to extract the sentences
with the highest rank. The Fourth filtering stage reduces the num-
ber of the candidate sentences, in summary, to produce a qualitative
summary using KFIDF measurement. The work presented here de-
pends on the keyphrases extracted by the system and many other
features extracted from the document to get the text summary as a
result. This approach provides an advantage of finding the most re-
lated sentences to be added to the summary text. The system gave
good results in comparison to manual summarization extraction.
The system can provide the most compressed summary with high
quality. The main applications of this work are Web search Engines,
text compression, and word processor. Inderjeet Mani et al. [72]
explored different cohesion methods for computing salience, and
compared these methods against a coherence-based method regard-
ing accuracy with respect to human judgements of salience. Despite
the lack of links based on proper name anaphora and synonymy
in these texts, the results of the spreading-based cohesion method,
while less accurate overall than the coherence method, and are en-
couraging. Further, a method for discovering discourse-related text
structure based on local cohesion was introduced. It also compares
such trees with coherence-based trees. Rada Mihalcea et al. [12]
tackled the problem of book summarization. they introduced a new
summarization benchmark, specifically targeting the evaluation of
systems for book summarization. They showed that systems devel-
oped for the summarization of short documents do not farely well
when applied to very long documents such as books, and instead, a
better performance can be achieved with a system that accounts for
the length of the documents.

2.2 Cluster- Based Methods
Documents are composed in such a manner that they address dif-
ferent ideas in separate sections. It is natural to think that sum-
maries should address different themes separated into sections of
the document. In case that the document for which summary is
being delivered is of entirely different subjects then summarizer
assimilates this aspect through clustering. The document is rep-
resented using TF-IDF of scores of words. High- frequency term
represents the theme of a cluster. Summary sentence is selected
based on relationship of sentence to the theme of the cluster. The
cluster- based method generates a summary of high relevance, to
the given query or document topic. Chris Kedzie et al. [51] have
presented an update summarization system for the disaster do-
main, and demonstrated improved system performance by inte-
grating sentence salience with clustering. They use novel, disaster-
specific features for salience prediction, including geo-locations
and language models representing the language of disaster. Va-
hed Qazvinian et al. [92] propose a model of summarizing a sin-
gle article, which can be further used to summarize an entire topic.

This work uses the citation summaries to understand the main con-
tributions of articles and proposes a clustering approach where
communities in the citation summarys lexical network are formed
and sentences are extracted from separate clusters.Ramiz M et al.
[2]presented the approach to automatic document summarization
based on clustering and extraction of sentences. The approach con-
sists of two steps. First sentences are clustered, and then on each
cluster representative sentences are defined. A discrete differen-
tial evolution algorithm to optimize the objective functions is de-
veloped. This paper also demonstrated that the summarization re-
sult depends on the similarity measure. Results of the experiment
have shown that proposed by us NGD-based dissimilarity measure
outperforms the Euclidean distance. Hiroya Takamura et al. [107]
proposed a novel text summarization model based on the budgeted
median problem. The proposed model covers the entire document
cluster through sentence assignment, since in this model every sen-
tence is represented by one of the selected sentences as much as
possible. An advantage of the method is that it can naturally incor-
porate asymmetric relations between sentences.Dragomir Radev
et al. [94] use a form of multi-document summarization called
Centroid-based summarization. A cluster of documents with a com-
mon topic is used to produce a cluster centroid, consisting of words
which are central to all of the documents in the cluster. The clus-
ter centroid is then used to rank sentences based on their relevance
to the topic of the cluster. Dragomir R. Radev et al. [96] present a
multi-document summarizer, called MEAD, which generates sum-
maries using cluster centroids produced by a topic detection and
tracking system. It also describes two new techniques, based on
sentence utility and subsumption. It summarizes clusters of news
articles automatically grouped by a topic detection system. P. Arun
Kumar et al. [54] proposed an improved text summarization ap-
proach by combining popularity and weight measures. Note that
the popularity of a sentence is determined by the number of similar
sentences in the text which is a cluster. Certain features like the po-
sition of the sentence, the presence of cue words, etc. measure the
weight of a sentence. The methods, when applied independently,
fail to select all the salient sentences. By combining the above two
methods, it is possible to improve the performance. N K Nagwani
[80] designed a technique using semantic similarity based cluster-
ing and topic modeling using Latent Dirichlet Allocation (LDA) for
summarizing the large text collection over MapReduce framework.
The summarization task is performed in four stages and provides
a modular implementation of multiple documents summarization.
The presented technique is evaluated in terms of scalability and
various text summarization parameters namely, compression ra-
tio, retention ratio, ROUGE and Pyramid score are also measured.
MapReduce provides a faster implementation of summarizing large
text collections and is a powerful tool in Big Text Data analysis.

2.3 Text Summarization with Neural Network
A Neural Network is a processing system modeled on the human
brain that tries to reenact its learning process. The neural network is
an interconnected assembly of artificial neurons that uses a numer-
ical model of computation for data processing. In the case of text
summarization, the strategy includes preparing the neural systems
to capture the sort of sentences that ought to be incorporated into
the summary. Neural Network is trained with sentences in test para-
graph where each sentence is checked as to be included in summary
or not. Training is conducted by the need of the user. Neural net-
work accurately classifies summary sentences but faces the prob-
lem of excessive training time. Khosrow Kaikhah [50] presented
a novel technique for summarizing news articles using neural net-
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works. The neural network is modified to generalize and combine
the relevant features apparent in summary sentences. Finally, the
modified neural network is used as a filter to summarize news ar-
ticles. The performance of the text summarization process depends
predominantly on the style of the human reader. The selection of
features, as well as the selection of summary sentences by the hu-
man reader from the training paragraphs, play a major role in the
performance of the network. The network is trained according to
the style of the human reader and to which sentences the human
reader deems to be important in a paragraph. Individual readers can
train the neural network according to their own reading styles. The
selected features can be modified to reflect the readers needs and re-
quirements. Baotian Hu Qingcai Chen Fangze Zhu [43] introduced
a large corpus of Chinese short text summarization dataset con-
structed from the Chinese microblogging and performed Recurrent
Neural Network-based methods with promising results. A recurrent
neural network (RNN) is a class of artificial neural network creates
an internal state of the network which allows it to exhibit dynamic
temporal behavior. The rare word problem is also significant for the
generation of the summaries, especially when the input is word-
based instead of character-based. It is also a hot topic in the neural
generative models such as neural translation machine (NTM) (Lu-
ong et al., 2014) set by using naturally annotated web resources.
Jayashree R et al. [46] discuss a machine learning approach that
uses artificial neural networks to produce summaries of arbitrary
length text documents. A feed forward neural network, also called
as back propagation network, is trained on a corpus of text docu-
ments. The corpus is custom built for this purpose using Kannada
web portals. Oriol Vinyals et al.[112] Conversational modeling is
an important task in natural language understanding and machine
intelligence. The paper uses the recently proposed sequence to se-
quence framework. The model converses by predicting the next
sentence given the previous sentence or sentences in a conversa-
tion. The strength of the model is that it can be trained end-to-end
and thus requires much fewer hand-crafted rules. The modest re-
sults show that it can generate simple and basic conversations, and
extract knowledge from a noisy but open-domain dataset. A purely
data- driven approach without any rules can produce rather proper
answers to many types of questions. However, the model may re-
quire substantial modifications to be able to deliver realistic con-
versations. Amongst the many limitations, the lack of a coherent
personality makes it difficult for this approach to pass the Turing
test (Turing, 1950).

2.4 Text Summarization with Fuzzy Logic
Fuzzy Logic is a way of reasoning that resembles with the human
reasoning which based on degrees of truth rather than the usual true
or false (1 or 0) Boolean logic. The fuzzy system is designed with
fuzzy rules and membership function which highly affect the per-
formance. A value from zero to one is obtained for each sentence
in output based on feature contained in sentence and rules defined
in a knowledge base. Meaningful sentences are extracted using IF-
THEN rules based on feature criteria. Sentences are ranked in or-
der according to score. In summary, sentences having high score
are extracted. Fuzzy logic systems are simple and flexible can take
imprecise, distorted, noisy input information. Ladda Suanmali et
al. [106] present a fuzzy logic aided sentence extractive summa-
rizer that can be as informative as the full text of a document with
better information coverage. A prototype has also been constructed
to evaluate this automatic text summarization scheme using as in-

put some news articles collection provided by DUC20021. It ex-
tracts the important features for each sentence of the document
represented as the vector of features consisting of the following
elements: title feature, sentence length, term weight, sentence po-
sition, sentence to sentence similarity, proper noun, thematic word
and numerical data. Certainly, the experimental result is based on
fuzzy logic could improve the quality of summary results that based
on the general statistic method. F. KYOOMARSI et al. [53] present
a new approach for creating summaries using fuzzy inference sys-
tem. The analysis of the parameters which are important in sum-
marization was done by a number of fuzzy-logic-based analyzers.
This text summarization system consists of 1) text pre-processor
which extracts different information needed for fuzzy analysis from
the text using the word-net database and 2) analyzers which con-
tain fuzzy-logic-based inference systems to compute the weighted
score of each sentence in the text. The scores of relevance have been
ranked. Starting with the highest score, the analyzer includes in the
summary the sentences for which the relevance score is greater than
the threshold value set. Evaluation using ROUGE indicates the ad-
vantage of this approach in comparison to referencing human sum-
marizations. The weakness of the proposed fuzzy summarizer is
that the process of designing fuzzy rules, which have to cover all
the relationships among the parameters, is quite time- consuming.
Po Hu et al. [44] propose a novel unsupervised approach by making
use of enhanced social context to aid personalized summary gen-
eration. In the proposed method, document expansion, user expan-
sion, and implicit induction of the intended user’s interest aspects
are achieved simultaneously by adopting a fuzzy tripartite cluster-
ing algorithm. Moreover, both the informativeness of sentences and
the users interest aspects are incorporated in a unified ranking pro-
cess.

2.5 Graph- based Method
In this method, the sentences of the document are considered as a
vertices of the graph. these sentences are connected with an edge
if there exist common semantic relation and based on this relation
connecting edge is given weight. A graph-based ranking algorithm
is used to decide the importance of a vertex within a graph. Ver-
texes with high cardinality are considered as important sentences
and included in the summary. The graph-based method requires
neither a profound linguistic knowledge, nor domain knowledge
for summarization. Directed graph maintains a flow of text while
an edge in undirected graph captures relation using co-occurrence
of term. Tree is acyclic graph. Masaaki Nishino et al. [87] proposed
a dynamic programming (DP) algorithm for tree trimming prob-
lems with time complexity of O(NLlogN), where N represents the
number of tree nodes and L is the length limit. The algorithm ex-
ploits the zero-suppressed binary decision diagram (ZDD), a data
structure that accounts for a family of sets as a directed acyclic
graph. ZDD permits the application of DP to obtain exact solu-
tions and is faster than ILP solvers. Experiments show that the pro-
posal allows three different tree trimming problems to be solved
in the same way. Research of Wauter Bosma [7] presents a frame-
work for graph-based summarization to model relations in text, so
that the passages can be viewed in a broader context. The result
is a summarization system which is more in line with discourse
theory but still fully automatic. The aim of this paper is to bring
automatic summarization practice in line with insights from dis-
course theory. To this end, it provides a framework for automatic
summarization which is founded on graph theory. The system sig-

1Document Understanding Conferences
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nificantly outperforms a competitive baseline (and participant sys-
tems) on the DUC 2005 evaluation set. The content selection al-
gorithm is entirely based on relations between text passages. The
evaluated system is just one implementation of this framework.
Anand Gupta et al. [32] introduced a novel method for single doc-
ument text summarization. The model poses the text summariza-
tion task as an optimization problem, and attempts to solve it us-
ing Weighted Minimum Vertex Cover (WMVC), a graph-based al-
gorithm. Textual entailment, an established indicator of semantic
relationships between text units, is used to measure sentence con-
nectivity and construct the graph on which WMVC operates.Rada
Mihalcea [76] presents an innovative unsupervised method for au-
tomatic sentence extraction using a graph- based ranking algorithm
called TextRank which identifies connections between various en-
tities in a text, and implements the concept of recommendation.
A text unit recommends other related text units, and the strength
of the recommendation is recursively computed based on the im-
portance of the units making the recommendation. In the process
of identifying significant sentences in a text, a sentence recom-
mends another sentence that addresses similar concepts as being
useful for the overall understanding of the text. Sentences that are
highly recommended by other sentences are likely to be more in-
formative for the given text, and will be therefore given a higher
score. An important aspect of TextRank is that it does not require
deep linguistic knowledge, nor domain or language specific anno-
tated corpora, which makes it highly portable to other domains,
genres, or languages. Hongyuan Zha[119] A novel method for si-
multaneous keyphrase extraction and generic text summarization
is proposed by modeling text documents as weighted undirected
and weighted bipartite graphs. Spectral graph clustering algorithms
are used for partitioning sentences of the documents into topical
groups with sentence link priors being exploited to enhance clus-
tering quality. Within each topical group, saliency scores for key
phrases and sentences are generated based on a mutual reinforce-
ment principle. The key phrases and sentences are then ranked ac-
cording to their saliency scores and selected for inclusion in the top
keyphrase list and summaries of the document. The idea of building
a hierarchy of summaries for documents capturing different levels
of granularity is also briefly discussed. Gunes Erkan, Dragomir R.
Radev[20] presented a new approach, LexRank, for computing sen-
tence importance based on the concept of eigenvector centrality in
a graph representation of sentences is used. In this model, a con-
nectivity matrix based on intra-sentence cosine similarity is used
as the adjacency matrix of the graph representation of sentences.
The paper discusses several methods to compute centrality using
the similarity graph. The results show that degree-based methods
(including LexRank) outperform both centroid-based methods and
other systems participating in DUC in most of the cases. Further-
more, the LexRank with threshold method outperforms the other
degree-based techniques including continuous LexRank. This ap-
proach is quite insensitive to the noise in the data that may result
from an imperfect topical clustering of documents.Kavita Ganesan
et al. [25] presented a novel graph-based summarization framework
(Opinosis) that generates concise abstractive summaries of highly
redundant opinions that uses textual graphs to generate abstrac-
tive summaries of highly redundant opinions. Evaluation results
on summarizing user reviews show that Opinosis summaries have
better agreement with human summaries compared to the baseline
extractive method. The summaries are readable, reasonably well-
formed and are informative enough to convey the major opinions.
This paper explains the task of multi-tweet summarization, which
selects a given number of representative tweets so as to keep impor-
tant information while dropping noise and redundancy. One main

motivation of this task is to provide a tool to help people efficiently
access a large number of tweets, which are short and prone to noise.
This is important considering that tweets are one increasing popu-
lar repository of fresh information. Inderjeet Mani et al. [71] de-
scribe a new method for summarizing similarities and differences
in a pair of related documents using a graph representation of text.
Concepts denoted by words, phrases, and proper names in the doc-
ument are represented positionally as nodes in the graph along with
edges corresponding to semantic relations between items. Given a
perspective in terms of which the pair of documents is to be sum-
marized, the algorithm first uses a spreading activation technique
to discover, in each document, nodes semantically related to the
topic. The activated graphs of each document are then matched
to yield a graph corresponding to similarities and differences be-
tween the pair, which is rendered in natural language. An eval-
uation of these techniques has been carried out. The summariza-
tion exploits the results of recent progress in information extrac-
tion to represent salient units of text and their relationships. By
exploiting relations between units and the perspective from which
the comparison is desired, the summarizer can pinpoint similarities
and differences. This approach is highly domain-independent, even
though it has illustrated its power mainly for news articles. Cur-
rently, the synthesis component is rudimentary, relying on sentence
extraction to exemplify similarities and differences.Rada Mihalcea
et al. [77] described a method for language independent extractive
summarization that relies on iterative graph-based ranking algo-
rithms. Intuitively, iterative graph-based ranking algorithms work
well on the task of extractive summarization because they do not
only rely on the local context of a text unit (vertex), but they rather
take into account information recursively drawn from the entire text
(graph). Through the graphs it builds on texts, a graph-based rank-
ing algorithm identifies connections between various entities in a
text, and implements the concept of recommendation. A text unit
recommends other related text units, and the strength of the rec-
ommendation is recursively computed based on the importance of
the units making the recommendation. In the process of identify-
ing relevant sentences in a text, a sentence recommends another
sentence that addresses similar concepts as being useful for the
overall understanding of the text. Sentences that are highly recom-
mended by other sentences are likely to be more informative, and
will be, therefore, given a higher score. Hongyan Jing[48] present a
novel sentence reduction system for automatically removing extra-
neous phrases such as prepositional phrases, clauses, to-infinitives,
or gerunds, and multiple phrases can be removed form a single sen-
tence that is extracted from a document for summarization purpose.
The system uses multiple sources of knowledge to decide which
phrases in an extracted sentence can be removed, including syntac-
tic knowledge, context information, and statistics computed from
a corpus which consists of examples written by human profession-
als. The reduction can significantly improve the conciseness of au-
tomatic summaries. The system makes intelligent reduction deci-
sions based on multiple sources of knowledge, including syntactic
knowledge, context, and probabilities computed from corpus anal-
ysis. LIU X et al. [67] explain the task of multi-tweet summariza-
tion, which selects a given number of representative tweets so as to
keep important information while dropping noise and redundancy.
One main motivation of this task is to provide a tool to help peo-
ple efficiently access a large number of tweets, which are short and
prone to noise. This is important considering that tweets are one
increasing popular repository of fresh information.
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2.6 Latent Semantic Analysis Method
LSA is algebraic statistical method that extracts meaning and re-
semblance of a sentence by the information about words in a par-
ticular environment. It keeps information about which words are
used in sentence and reserve information of common word amongst
sentences, the more common word between sentences the more it
relevant. LSA extracts the source text and converts into term- sen-
tence matrix and process it through Singular Value Decomposition
(SVD) for finding semantically similar words and sentences. SVD
models relationships among words and sentences. The key point of
LSA is it avoids the problem of synonyms. It uses only informa-
tion in the input text. It does not use the information of word or-
der. Syntactic relations is the major limitation of this method. Josef
Steinberger et al. [105] The core of the measure is covered by La-
tent Semantic Analysis (LSA) which can capture the main topics
of a document. The summarization systems are ranked according
to the similarity of the main topics of their summaries and their ref-
erence documents. Results show a high correlation between human
rankings and the LSA-based evaluation measure. The measure is
designed to compare a summary with its full text. It can compare
a summary with a human written abstract as well; however, in this
case using a standard ROUGE measure gives more precise results.
Nevertheless, if abstracts are not available for a given corpus, using
the LSA-based measure is an appropriate choice.Leonhard Hen-
nig [39] introduced an approach to query-focused multi-document
summarization based on the probabilistic latent semantic analy-
sis. After training a PLSA model on the term-sentence matrix of
document clusters from recent summarization tasks, it represents
each sentence as a distribution over latent topics. Using this repre-
sentation, they combine query-focused and thematic sentence fea-
tures into an overall sentence score. Sentences are ranked and se-
lected for the summary according to this score, choosing a greedy
approach for sentence selection and penalizing redundancy with
a maximum marginal relevance method. Yihong Gong et al. [30]
presented two text summarization methods that create generic text
summaries by ranking and extracting sentences from the original
documents. The first method uses standard IR methods to rank sen-
tence relevance, while the second method uses the latent semantic
analysis tech unique to identify semantically important sentences,
for summary creations. Both methods strive to select sentences that
are highly ranked and different from each other. This is an attempt
to create a summary with a wider coverage of the document’s con-
tent and a less redundancy. Yeh et al. [116] proposed a trainable
summarizer, which takes into account several features, including
position, positive keyword, negative keyword, centrality, and the
resemblance to the title, to generate summaries. Two new ideas are
exploited: (1) sentence positions are ranked to emphasize the sig-
nificances of different sentence positions, and (2) the score function
is trained by the genetic algorithm (GA) to obtain a suitable combi-
nation of feature weights. The second uses latent semantic analysis
(LSA) to derive the semantic matrix of a document or a corpus and
uses semantic sentence representation to construct a semantic text
relationship map.

2.7 Machine Learning approach
In this method, the training data set is used for reference to gen-
erate a summary. Summarization process is modeled as a classi-
fication problem. Sentences are classified as summary sentences
and non-summary sentences based on the features that they pos-
sess. Text summarization algorithms based on machine learning
approach such as Naive-Bayes, Decision Trees, Hidden Markov

Model, Log-linear Models, etc. are described by Das et al. [16].
Baxendale[6] proposed machine learning techniques for reducing
technical documents to their essential discriminating indices. He
used positional method. Usually the first and last paragraphs of doc-
ument contain topic sentences. Human scanning patterns in select-
ing topic sentences and phrases composed of nouns and modifiers
were simulated by computer program. The amount of condensation
resulting from each method and the relative uniformity in indices
are examined.Julian Kupiec et al.[55]developed a trainable sum-
marization program which uses statistical framework. They used
Nave Bayes classifier and assumes statistical independence perfor-
mance. For summaries that are 25% of the size of the average test
document, it selects 84% of the sentences chosen by professionals.
This paper focuses on analysis of written text. Thu et al. [110] pro-
posed Bayesian Network that finds important sentence using proba-
bility difference. Reduced sentence is generated with the weightiest
path from source node to following nodes in node network. Com-
putational cost is reduced using dynamic programming. Research
of Sarkar et al. [103] approached the problem of automatically
generating summary from medical article as a supervised learn-
ing task. This work treats a document as a set of sentences, which
the learning algorithm must learn to classify as positive or nega-
tive examples of sentences based on summary worthiness of the
sentences. Then they apply the machine learning algorithm called
bagging to this learning task, where a decision tree has been cho-
sen as the base learner. They also compare the proposed approach
to some existing summarization approaches.Geraldd Ejong[17] de-
veloped a knowledge based program(slot filling approach), called
FRUMP for Fast Reading Understanding and Memory Program,
and employs this approach to parsing. It is based on 50 sketchy
scripts. The input is matched to script based on manually selected
keywords. FRUMP skims articles rather than reading them for de-
tail. The program works on the relatively unconstrained domain
of news articles. It routinely understands stories it has never be-
fore seen. The program’s success is largely due to its radically dif-
ferent approach to parsing. It is difficult to port this program to
other domains. Also there are missing scripts to many inputs. Yu
et al. [118] proposed machine learning approach that uses Hid-
den Markov Models (HMM), Conditional Random Field (CRF),
Gaussian Mixture Models (GMM) and Mathematical Methods of
Statistics (MMS) method for cross-language summarization text.
The model is trained with the feature vector. Character based tag-
ging is used with all proposed methods to generate a summary.
Annie Louis [68] introduced a Bayesian summarization method
that strongly aligns with intuitions about how people use exist-
ing knowledge to identify important events or content in new ob-
servations. This method utilizes Bayesian surprise which provides
an intuitive way to identify surprising information from a sum-
marization input with respect to a small background corpus. The
system uses smaller amounts of background information and as
new data arrives, be able to incorporate the evidence. Ivan Titov
et al. [111] presented a joint model of text and aspect ratings for
extracting text to be displayed in sentiment summaries. They pro-
posed a statistical model which can discover corresponding topics
in text and extract textual evidence from reviews supporting each
of these aspect ratings. More formally, they consider the log-linear
distribution. The model uses aspect ratings to discover the corre-
sponding topics and can thus extract fragments of text discussing
these aspects without the need of annotated data. The work demon-
strates that the model discovers corresponding coherent topics and
achieves accuracy in sentence labeling comparable to a standard
supervised model. Online reviews are often accompanied with nu-
merical ratings provided by users for a set of service or product
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aspects. Markus Zopf et al. [122] proposed CPSum (content-word
pairs summarizer), a summarizer that learns the importance of in-
formation objects from a background source. CPSum, a text sum-
marization system that learns the importance of entities from an
independent background corpus of document-summary pairs. CP-
Sum is able to cope with summarization scenarios where neither
centrality nor structural features that help to detect important infor-
mation. The hypothesis is tested on a multi-document corpus where
they removed centrality and structural features. Vahed Qazvinian et
al. [93] present an approach to summarize single scientific papers,
by extracting its contributions from the set of citation sentences
written in other papers. The methodology is based on extracting
significant key phrases from the set of citation sentences picks sen-
tences to cover nuggets (represented by keyphrases) of single pa-
per summarization, and how it out-performs other multi-document
summarization methods. In this work, they use pointwise KLdiver-
gence to extract statistically significant Ngrams and use them to
represent nuggets. They apply a new set function for the task of
summarizing scientific articles Vishal Gupta et al. [33] discussed
the condition based named entity recognition approach for Punjabi
text summarization system. Most of the lexical resources used in
NER such as prefix list, Suffix list, Middle name list, Last name list
and Punjabi proper name list had to be developed from scratch as no
work had been done in that direction. In condition- based approach,
five rules have been implemented like prefix rule, Suffix rule, Mid-
dle name rule, last name rule and proper name rule which uses
HMM. Jade Goldstein et al. [29] presented the analysis of news-
article summaries generated by sentence selection. Sentences are
ranked for potential inclusion in summary, using a weighted com-
bination of statistical and linguistic features. The statistical features
were adapted from standard IR methods. The potential linguistic
ones were derived from an analysis of news-wire summaries. To
evaluate these features, they use a normalized version of precision-
recall curves, with a baseline of random sentence selection, as well
as analyze the properties of such a baseline.Yulia Ledeneva et al.
[57] this work shows experimentally that words that are parts of
bigrams that repeat more than once in the text are good terms to
describe the texts contents, and so are also so-called maximal fre-
quent sentences. It also shows that the frequency of the term as term
weight gives good results. KUO-EN CHANG et al. [13] Although
graphic strategies, such as graphic organizers and knowledge maps,
have proved helpful for text learning, certain important application
issues such as surface processing and cognitive overload have yet
to be resolved. The authors tested the learning effects of a concept-
mapping strategy. They designed three concept-mapping approach-
esmap correction, scaffold fading, and map generation to determine
their effects on learners text comprehension and summarization
abilities. The experimental results from 126 fifth graders showed
that the map-correction method enhanced text comprehension and
summarization abilities and that the scaffold-fading method facil-
itated summarization ability. SHIXIA LIU et al. [65] This paper
introduces an enhanced, LDA (Latent Dirichlet Allocation) based
topic analysis technique that automatically derives a set of topics
to summarize a collection of documents and their content evolu-
tion over time. This work offers three unique contributions. First,
it presents an enhanced topic modeling technique to provide users
with a time-sensitive and more meaningful text summary. Second,
it develops an effective visual metaphor to transform abstract and
often complex text summarization results into a comprehensible vi-
sual representation. Third, it offers users flexible visual interaction
tools as alternatives to compensate for the deficiencies of current
text summarization techniques. Asli Celikyilmaz et al. Tur [11] this
paper formulates an extractive summarization as a two-step learn-

ing problem building a generative model for pattern discovery and
a regression model for inference. It calculates scores for sentences
in document clusters based on their latent characteristics using a
hierarchical topic model. Then, using these scores, it trains a re-
gression model based on the lexical and structural characteristics
of the sentences, and use the model to score sentences of new doc-
uments to form a summary. Jun Ping N g et al. [86] show that by
making use of information common to document sets belonging to
a common category, one can improve the quality of automatically
extracted content in multi-document summaries. The CSI has two
features: category relevance score (CRS), an intra-category mea-
sure; and category KL-divergence score (CKLD), an inter-category
measure.Aria Haghighi et al. [34] present an exploration of gener-
ative probabilistic models for multi-document summarization. Be-
ginning with a simple word frequency based model (Nenkova and
Vanderwende, 2005), the model constructs a sequence of models
each injecting more structure into the representation of document
set content and exhibiting ROUGE gains along the way. This paper
presents an exploration of content models for multi-document sum-
marization and demonstrates that the use of structured topic models
could benefit summarization quality as measured by automatic and
manual metrics. Ani Nenkova et al. [83] addressed the question of
what makes the writing of a summary for a multi-document input
difficult. Summary length is a significant factor, with all summariz-
ers (people, machines, and baselines) performing better at longer
summary lengths.they defined a number of features aimed at cap-
turing input cohesiveness, ranging from simple features such as in-
put length and size to more sophisticated measures such as input set
entropy, KL divergence from a background corpus and topic signa-
ture terms based on the log-likelihood ratio. Experiments with a
logistic regression classifier based on the features further confirms
that input cohesiveness is predictive of the difficulty it will pose
to automatic summarizers. It is important to develop strategies that
can better handle non-cohesive inputs, reducing fluctuations in sys-
tem performance. Tadashi Nomoto et al. [88] proposed and em-
pirically motivated an integration of supervised learning with un-
supervised learning to deal with human biases in summarization.
The model explores the use of probabilistic decision tree within the
clustering framework to account for the variation as well as regu-
larity in human created summaries. The corpus of humanly created
extracts is created from a newspaper corpus and used as a test set.
The paper is focused on the use of decision tree as a plug-in learner.
Massih-Reza Amini et al. [3] proposed new semi-supervised al-
gorithms for training classification models for text summarization.
The work analyzes the performances on two data sets - the Reuters
newswire corpus and the Computation and Language collection
of TIPSTER SUMMAC. Prakash et al. [91] proposed reinforce-
ment learning where term- sentence matrix for each term in the
sentence is calculated using TF*IDF. For scoring the sentences,
sentence signature matrix is used. Sentences are selected by calcu-
lating cosine angle of matrix reinforcement learning to generate a
summary. Wesley T. Chuang et al. [15] adopted a method wherein
sentences are broken into segments by special cue markers. Each
segment is represented by a set of predefined features (e.g. location
of the segment, average term frequencies of the words occurring in
the segment, number of title words in the segment, and the like).
Then a supervised learning algorithm is used to train the summa-
rizer to extract important sentence segments, based on the feature
vector. Results of experiments on U.S. patents indicate that the per-
formance of the proposed approach compares very favorably with
other approaches (including Microsoft Word summarizer) in terms
of precision, recall, and classification accuracy. Seonggi Ryang et
al. [100] presented a new approach to the problem of automatic
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text summarization called ASRL (Automatic Summarization using
Reinforcement Learning ). In this paper, which models the process
of constructing a summary with the framework of reinforcement
learning and attempts to optimize the given score function with
the given feature representation. The experimental results demon-
strated ASRL tends to converge sub-optimally, and excessively de-
pends on the formulation of features and the score function.

2.8 Query based summarization
Query based text summarization gives the right volume of the re-
quired information according to search query given by the person.
Hence, the user does not need to invest extensive time for searching
required information. In this summarization method, the sentences
in a known document are scored based on a query using criteria
such as frequency counts of terms. Those sentences comprising the
query expressions are given higher scores than the ones containing
fewer query words. Then, the sentences having maximum scores
are merged into the output summary. Query based text summariza-
tion gives accurate results. If a query contains only little terms, this
may cause important information loss in summary. Tingting He et
al. [38] proposed a feature fusion based sentence selecting strat-
egy, to identify the sentences with high query-relevance and high
information density. The model scores each sentence by comput-
ing its similarity and Skip-Bigram co-occurrence with the query.
These two features can measure the query-relevance from con-
tent and structure respectively. Then, they re-score the sentences
using the information density feature gained from a text graph
which can provide position information. Moreover, finally, they
adopt MMR2 for sentence extracting.Lu Wang et al.[114] proposed
a submodular function-based opinion summarization framework.
Tested on community QA and blog summarization, this approach
outperforms state-of-the-art methods that are also based on sub-
modularity in both automatic evaluation and human evaluation. The
framework is capable of including statistically learned sentence rel-
evance and encouraging the summary to cover diverse topics. A
study on different metrics on text similarity estimation and their
effect on summarization have been performed. Query-expansion
is an effective Relevance Feedback technique for improving per-
formance in Information Retrieval. Motivated by the hypothesis
that query expansion terms should only be sought from the most
relevant areas of a document, this investigation explores the use
of document summaries in query-expansion. The investigation ex-
plores the use of both context-independent standard summaries and
query-biased summaries. The paper also presents a novel approach
to term-selection that separates the choice of relevant documents
from the selection of a pool of potential expansion terms. Adenike
M. Lam-Adesina et al.[56] have reported an investigation into the
use of document summarization for term-selection in pseudo- rele-
vance feedback. Summarization has been shown to be effective in
this application with query-biased summaries potentially slightly
better than context-independent summaries. Gabriel Murray et al.
[79] Though the LSA method consistently performed the best, it
was not a significant improvement over MMR and does not share
some of the advantages of MMR. For example, MMR is ideal
for query-based and multi-document summarization, and this work
wants users to be able to create query-based summaries of meet-
ings they were unable to attend. This work is preliminary in that
it relies on a very small prosodic database. Dragomir Radev et al.

2Maximal marginal relevance is an important ”diversity based ranking tech-
nique”, used to maximizes the relevance and novelty in finally retrieved
top-ranked items

[95] describe the functionality of MEAD, a comprehensive, pub-
lic domain, open source, multi document multilingual summariza-
tion environment that has been thus far downloaded by more than
500 organizations. MEAD has been used in a variety of summa-
rization applications ranging from summarization for mobile de-
vices to Web page summarization within a search engine and to
novelty detection. MEAD has been successfully used to evaluate
an existing summarizer, to test a summarization feature, to test
a new evaluation metric, test a short–query machine translation
system. llias Chali et al. [37] applied sentence compression mod-
els for the task of query-focused multi-document summarization
to investigate if sentence compression improves the overall sum-
marization performance. Both compression and summarization are
considered as global optimization problems and solved using in-
teger linear programming (ILP). Three different models are built
depending on the order in which compression and summarization
are performed: 1) ComFirst (where compression is performed first),
2) SumFirst (where important sentence extraction is performed
first), and 3) Combined (where compression and extraction are per-
formed jointly via optimizing a combined objective function). Sen-
tence compression models include lexical, syntactic and semantic
constraints while summarization models include relevance, redun-
dancy and length constraints. A comprehensive set of query-related
and importance-oriented measures are used to define the relevance
constraint whereas four alternative redundancy constraints are em-
ployed based on different sentence similarity measures using a) co-
sine similarity, b) syntactic similarity, c) semantic similarity, and
d) extended string subsequence kernel (ESSK). Empirical evalua-
tion on the DUC benchmark datasets demonstrates that the overall
summary quality can be improved significantly using global op-
timization with semantically motivated models. Vivi Nastase[82]
demonstrated that producing a good summary of the relevant in-
formation relies on understanding the query and linking it with the
associated set of documents The experiments conducted within the
summarization framework of the Document Understanding Confer-
ence have confirmed that encyclopedic knowledge extracted from
Wikipedia can benefit the summarization task. Wikipedia articles
are a source of relevant related concepts that are useful for expand-
ing a summarization query. Tsutomu HIRAO et al. [42] presented a
Question-Biased Text Summarization approach in which the Han-
ning window is applied to a Question Answering task. Summariza-
tion experiments were conducted on the lead based method, a tf *
idf based method, and a Hanning window-based method.

3. ABSTRACTIVE TEXT SUMMARIZATION
METHOD

Abstractive summarization creates a generalized summary by con-
structing new sentences alike a human being which is short and
concise. Summary may contain new sentences that are not avail-
able in the source text. For generating abstractive summary lan-
guage generation(NLG i. e Natural Language Generation) and
compression techniques are necessary. Abstractive text summariza-
tion broadly catagorised into two types: Structure based and Se-
mantic based approach.

3.1 Structure Based Approach
In Structure based approach the most important information from
the document is analyssed through cognitive schemas viz tree, on-
tology, lead and body phrase structure.

3.1.1 Tree Based Method. Tree based method represents the text
sentences in a dependency tree. Source text is first represented in
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the form of dependency trees then these tree are consolidating in a
single tree and finally the merged dependency tree is converted to
a sentence which is known as the fused sentence. The process of
converting a dependency tree into a string of words is called as tree
linearization. The performance of tree based summarization mainly
depend upon on the parser chosen and dependency preserved be-
tween words. Yimai Fang et al. [21] proposed a first prototype of
the feasibility of basing a summarization algorithm on Kintsch et
al. (1978) model. It creates flexible-length summaries. It discrim-
inates between n long-term memory (LTM) and short-term mem-
ory (STM) to two parallel salience levels from KvDs (Kintsch and
van Dijk ) two disjoint stages, formalized the tree building pro-
cess and improved KvDs root choice strategy. Anything that im-
proves the proposition builder should bear direct fruit in the quality
of the summaries. The limitations of this technology is semantics
is not fully determined by syntax. Dan Gillick et al. [28] synthe-
sized a number of ideas from the field of automatic summarization,
including concept-level weighting, a maximum coverage model to
minimize redundancy globally, and sentence compression derived
from parse trees. While an ILP formulation for summarization is
not novel, this method provides reasonably scalable, efficient so-
lutions for practical problems, including those in recent TAC and
DUC evaluations. Mehdi Yousfi-Monod et al. [117] addressed the
task of sentence compression based on a deep linguistic analysis.
The system is called COLIN. It relies on a parts of the sentence
and dependencies of sentence tree pruning which removes those
branches which could be cut without jeopardizing the sentence con-
struction, or tempering too strongly with the sentence meaning. A
careful study of syntactic properties, lexical functions, verbs argu-
ments has led to design several different configurations in which the
sentence compression quality could degrade if compression goes
too far. The appreciation of a compression quality has been here
demonstrated as a user satisfaction protocol. Fei Liu et al. [63]
presented a novel abstractive summarization framework that draws
on the recent development of a treebank for the Abstract Mean-
ing Representation (AMR). In this the source text is parsed to a set
of AMR graphs, the graphs are converted into a summary graph,
and then text is generated from the summary graph. The paper fo-
cuses on the graph-to-graph transformation that reduces the source
semantic graph into a summary graph, making use of an existing
AMR parser and assuming the eventual availability of an AMR-
to-text generator. The framework is data-driven, trainable, and not
specifically designed for a particular domain. Experiments on gold
standard AMR annotations and system parses show good results.

3.1.2 Template Based Method. Here Template is used represent
the document. Text is matched to patterns and rules to distin-
guish text content that mapped into template space. Template based
systems differ in linguistic coverage, syntactic acquaintance, and
steps involved in filling the templates. Text which fits into tem-
plate shows the content of summary. This type summary generated
is highly coherent. Templates has relevant content and it requires
detailed semantic analysis hence it is the main problem faced by
template based method. Harabagiu et al. [36] uses a template to
extract information from multiple text documents. Ad hoc template
are filled with snippets from multiple documents that follow pattern
and rules defined to generate summary. Embar et al. [19] proposed
a system which uses abstraction scheme with domain knowledge
template containing IR rules. Number of a templates are created
with variety of forms to create summary. Oya et al. [90] use im-
portant phrases from meeting transcript. Abstractive summary is
generated by filling topic portion into appropriate template. Zhang
et al. [121] recognize speech act to fill the template with keywords

to generate template based abstractive summary. Speech act recog-
nized with word feature, symbol based feature. Tweets are ranked
based on n-gram occurrence of topic words and salient words to
generate an abstractive summary.

3.1.3 Ontology Based Method. Ontology is a formal naming and
definition of the entity types that are related to particular domain
act as a knowledge base. In this method, a knowledge base is used
to improve summarization result. Most documents on the internet
are related to a particular domain having a limited vocabulary that
can be better represented by the ontology. With the help of ontol-
ogy attributes we can improve the semantic representation of infor-
mation content and query expansion. Leonhard Hennig et al. [40]
describe how sentences can be mapped to nodes of a flexible, wide-
coverage ontology. It shows that the mapping provides a seman-
tic representation of the information content of sentences that im-
proves summarization quality. From the category labels themselves
as well as from the structural properties of the taxonomy it com-
putes various sentence features which improve the accuracy of an
SVM classifier trained on the task of sentence classification. Fur-
thermore, this work provides experimental results which shows that
Rouge scores of summaries generated from the classification output
of an SVM trained with ontology-based sentence features outper-
form summaries generated from an SVM trained only on standard
features from summarization research. Lee et al.[58] presented a
fuzzy system that uses ontology designed by News domain expert.
Sentences are classified according to term classifier which uses on-
tology. The fuzzy inference mechanism calculates membership de-
gree for each sentence according to term classifier based on domain
ontology. Raghunath et al. [97] proposed ontology based summa-
rization that uses concept term, feature vector. They encoded ontol-
ogy with tree structure node representing concept. The hierarchical
classifier will select sentence according to tree structured ontology
to generate summary.Hennig et al. [40] map sentences to nodes of
ontology attributes. SVM classifier is trained on the binary feature.
A bag of tag label is associated with each sentence represent dot
product of two feature vector represents information in ontology
space. Sentence of Leaf node of subtree contains specific informa-
tion and classified as summary sentence. Baralis et al. [4] analyze
the document to map words on yago ontology entities and calcu-
late entity relevance score to rank sentences. Iteratively re-ranking
is done to select top sentences to generate summary.

3.1.4 Lead and Body Phrase Method. This method is based on
phrases. In lead and body phrase method main sentences, i.e. sen-
tences which are informative in context and have good length are
rephrase by inserting and substituting phrase. This method is good
for semantically appropriate revisions for revising a lead sentence.
One of the major drawbacks of Lead and body phrase is parsing
degrade the performance and no generalized model for summariza-
tion. Mark Wasson [115] Leading text extracts created to support
some online Boolean retrieval goals are evaluated for their accept-
ability as news document summaries. The results of this investiga-
tion show that leading text can provide acceptable summaries for
most general news documents. These results are consistent with
Brandow et al. (1995). Leading text extracts also have two less
obvious advantages over other approaches. First, legal restrictions
often prevent us from manipulating copyrighted material. Leading
text extracts often preserve the existing copyright. Second, when
leading text fails as a summary, customers can see why. Customer
understanding of how a data feature is created is often key to cus-
tomer acceptance of that feature. Lin et al. (1997) describe meth-
ods for identifying the likely locations of topic-bearing sentences.
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Comparing the content of leading text extracts to predictions of
topic-bearing sentences may help to predict where leading text fails
as a summary so that one can direct more sophisticated approaches
to those documents. Jahna Otterbacher et al. [89] present an evalu-
ation of a novel hierarchical extractive text summarization method
that allows users to view summaries of Web documents from small,
mobile devices. The method was tested in the context of a Web mail
system, which allows a user to access his or her inbox, to which a
set of news articles has been sent. The method also tested the use
of hierarchical summaries against the use of full text documents as
well as three baseline summarization methods (top 20%, lead-based
and random) on the task of finding answers to questions about the
given news stories. It was found that there was no significant differ-
ence in terms of task accuracy and completion times between the
full text document and hierarchical summarization settings. In ad-
dition, the use of the hierarchical summaries reduces the number of
bytes per user request by more than half. Tanaka et al.[108] search
for the same chunk in lead body sentence called triggers. Phrases
are identified according to similarity for substitution of body phrase
into the lead phrase. This process is done iteratively to generate
new summary sentences. Ishikawa et al.[45] proposed hybrid sum-
marization method based TF method and LEAD method. Rectan-
gular distribution function multiplied with term frequency which
assigns weight to every sentence to identify importance. Sentences
are ranked according to importance to compose summary.

3.1.5 Rule Based Method. In rule based method content selection
is done with the help of information extraction rules explicitly spec-
ified by the user. Finally, language patterns are used for generating
summary sentences. The strong point of this method is it creates
summaries with greater information density. The main drawback is
that all the rules and patterns are manually written, which is a te-
dious and time consuming task. Pierre-Etienne Genest et al. [27]
showed that full abstraction can be accomplished in the context of
guided summarization and describes a work in progress that relies
on Information Extraction, statistical content selection and Natu-
ral Language Generation. Early results already demonstrate the ef-
fectiveness of the approach. The higher density of information in
our short summaries is one key to address the performance ceil-
ing of extractive summarization methods. They proposed abstrac-
tion scheme consist of information extraction rules by identifying
noun and verb based on scheme event. The Heuristic is used to
select an appropriate sentence. Patterns are designed with Simple
Natural Language Generation rules to generate summary with less
redundancy. Sankar K et al. [102] propose a coherence chunker
module and a hash based approach to graph based ranking algo-
rithm for text ranking. In specific, they propose a novel approach
for graph based text ranking, with improved results comparative
to existing ranking algorithms. The architecture of the algorithm
helps the ranking process to be done in a time efficient way. This
approach succeeds in grabbing the coherent sentences based on
the linguistic and heuristic rules; whereas other supervised ranking
systems do this process by training the summary collection. This
makes the proposed algorithm highly portable to other domains and
languages. Filippo Galgani et al. [24] this paper describes a hybrid
approach in which a number of different summarization techniques
are combined in a rule-based system using manual knowledge ac-
quisition, where human intuition, supported by data, specifies not
only attributes and algorithms, but the contexts where these are best
used. We apply this approach to automatic summarization of legal
case reports.

3.2 SEMANTIC BASED APPROACH
In Semantic based method, semantic representation of the docu-
ment is given to natural language generation (NLG) system. This
method focuses on identifying noun and verb phrases by process-
ing linguistic data. Following are the methods of Semantic Based
Approach.

3.2.1 Multimodal semantic model. In Multimodal method se-
mantic model is constructed to capture link among concepts. The
important concepts are scored based on measure and selected con-
cept is represented as summary. The Key point of this method is
coverage of information content. Greenbacker [31] proposed ap-
proach which works in three stages first it uses an ontology to build
a semantic model which represents the multimodal document. Sec-
ond with information density matrix which rates a concept based
on a factor such as completeness of attribute, the number of con-
nections. Information density matrix is use to score concept and
finally, summary is generated with high score concept.

3.2.2 Information item based method. In this method, a summary
is generated from the abstract representation of source document.
The information item is the smallest element of coherent informa-
tion in a text. Information item based method provides less redun-
dant and concise summaries. Pierre-Etienne Genest et al.[26] pro-
pose a new, ambitious framework for abstractive summarization,
which aims at selecting the content of a summary not from sen-
tences, but from an abstract representation of the source documents.
This abstract representation relies on the concept of Information
Items which is defined as the smallest element of coherent infor-
mation in a text or a sentence. They proposed framework having
information item retrieval, sentence generation, sentence selection
and summary generation. In analysis part subjectverbobject (SVO)
triplet extracted. Sentence are generated using Simple NLG realize.
The Sentence is ranked based on document frequency and summary
is generated.

3.2.3 Semantic Graph Based Method. In semantic graph method,
the input document is semantically represented using semantic
graph. Noun and verb from the sentences are represented as graph
nodes and relation between them is given by edge. It produces con-
cise, coherent and less redundant and grammatically correct sen-
tences. Moawad et al. [78]constructed a semantic graph called rich
semantic graph to represent the semantic of a source document.
Sentence ranking is done based on deriving the average weight
of word and sentence. With highest rank sentence Rich Semantic
Graph is generated and graph reduction is performed with heuristic
rules to generate an abstractive summary. Meru Brunn et al. [8] pre-
sented an efficient implementation of the lexical cohesion approach
as the driving engine of the summarization system. The ranking
procedure, which handles the text aboutness measure, is used to
select the most salient and best connected sentences in a text corre-
sponding to the summary ratio requested by the user. In the future,
we plan to investigate the following problems: Our methods ex-
tract whole sentences as single units. The use of compression tech-
niques will increase the condensation of the summary and improve
its quality (Barzilay, McKweon, and Elhadad, 1999; Mani, Gates,
and Bloedorn, 1999; Jing and McKeown, 2000; Knight and Marcu,
2000). The summarization method uses only lexical chains as rep-
resentations of the source text. Other clues could be gathered from
the text and considered when generating the summary. In the noun
filtering process, our hypothesis eliminates the terms in subordi-
nate clauses. Rather than eliminating them, it may also prove fruit-
ful to investigate weighting terms according to the kind of clause
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in which they occur. H. Gregory Silber et al. [104] present a linear-
time algorithm for lexical chain computation. The algorithm is used
for computing lexical chains as an intermediate representation for
automatic machine text summarization that it uses the method pro-
posed by Barzilay and Elhadad, but it is clearly O(n) in the number
of nouns in the source document. The benefit of this linear-time
algorithm is its ability to compute lexical chains in documents sig-
nificantly larger than could be handled by Barzilay and Elhadads
implementation. Doina Tatar et al. [109] showed that the text seg-
mentation by lexical chains and by text entailment relation between
sentences are good bases for obtaining highly accurate summaries.
Moreover, the method replaces the usually bottom-up lexical chain
construction with a top-down one, where first a single chain of
disambiguated words is established and then it is divided in a se-
quence of many shorter lexical chains. The segmentation of text
follows the sequence of lexical chains. The methods of summariza-
tion control the length of the summaries by a process of scoring
the segments. Thus, more material is extracted from the strongest
segments. Regina Barzilay et al. [5] introduced method called Lex-
ical chains. It uses the WordNet database for determining cohe-
sive relations (i.e., repetition, synonymy, antonymy, hypernymy,
and holonymy) between terms. The chains are then composed by
related terms. Their scores are determined on the basis of the num-
ber and type of relations in the chain. Sentences where the strongest
chains are highly concentrated are selected for the summary.

3.3 Abstractive Text Summarization using Neural
Network

Abstractive text summarization is a complex task whose goal is to
generate a concise version of a text without necessarily reusing the
sentences from the original source, but still preserving the meaning
and the key contents. Research of Ramesh Nallapati et al.[81] mod-
els an abstractive text summarization using Attentional Encoder-
Decoder RNN, and shows that they achieve state-of-the-art perfor-
mance on two different corpora. Each of the proposed novel models
addresses a specific problem in abstractive summarization, yielding
further improvement in performance. The paper proposes a new
dataset for multi-sentence summarization and establishes bench-
mark numbers on it. Alexander M. Rush et. al.[99] utilizes a local
attention-based model that generates each word of the summary
conditioned on the input sentence. This work is based on recent
developments in neural machine translation. They combine prob-
abilistic model with a generation algorithm which produces accu-
rate abstractive summaries. While the model is structurally simple,
it can easily be trained end-to-end and scales to a large amount of
training data. Sumit Chopra et al.[14] introduced a conditional re-
current neural network (RNN) which generates a summary of an
input sentence. The conditioning is provided by a novel convolu-
tional attention-based encoder which ensures that the decoder fo-
cuses on the appropriate input words at each step of generation.
The model relies only on learned features and is easy to train in an
end-to-end fashion on large data sets. Gaetano Rossiello et. al.[98]
outlined our ongoing research on abstractive text summarization
using deep learning models. The abstractive summarization is a
harder task than extractive summarization, where the techniques
produce a summary by selecting the most relevant sentences from
an input source text. They propose a novel approach to combine
probabilistic models with neural networks in a unified way in or-
der to incorporate prior knowledge such as linguistic features. Shu-
jian Liu[66]focus on using neural networks techniques and statis-
tical language models for abstractive summarization on long texts.
Results have shown that picking shortest-clause from most impor-

tant sentence choosen by LexRank Algorhtm appears to have the
best performance. Lu Wang et al.[113] propose an attention-based
neural network model that is able to absorb information from mul-
tiple text units to construct informative, concise, and fluent sum-
maries. An importance-based sampling method is designed to al-
low the encoder to integrate information from an important sub-
set of input. They presented a neural approach to generate abstrac-
tive summaries for opinionated text. They employed an attention-
based method that finds salient information from different input
text units to generate an informative and concise summary. To cope
with the large number of input text, we deploy an importance-
based sampling mechanism for model training. Karl Moritz Her-
mann et. al.[41] demonstrated a methodology for obtaining a large
number of document-query answer triples and shown that recurrent
and attention based neural networks provide an effective modelling
framework for this task. The supervised paradigm for training ma-
chine reading and comprehension models provides a promising av-
enue for making progress on the path to building full natural lan-
guage understanding systems. The analysis indicates that the At-
tentive and Impatient Readers are able to propagate and integrate
semantic information over long distances. In particular we believe
that the incorporation of an attention mechanism is the key contrib-
utor to these results. Urvashi Khandelwal[52] attempted to build a
neural network based text summarization model that could oper-
ate on a single domain scientific publication corpus. They modified
training to use imitation learning where the model has to make a
decision between using the model generated output vs. the gold to-
ken at each time step. The expectation was that this would make
minimizing the loss very hard and would push the model to use its
source representation. Learning a neural summarization model on
a dataset of limited size is a hard task.

4. TEXT SUMMARIZATION EVALUATION
METHODS

Evaluating a summary is a difficult and essential task because there
does not exist an ideal summary for a given document or set of doc-
uments. It is not easy for humans to know what kind of information
should be present in the summary. Information changes according
to the purpose of the summary and to capture this information au-
tomatically, is a difficult task. Therefore, reliable automatic evalu-
ation metrics are required for fast and consistent evaluation. Meth-
ods for evaluating systems can be broadly classified into two broad
categories extrinsic and intrinsic.

4.1 Extrinsic evaluation
It determines summarys quality based on how it affects other tasks
(Text classification, Information retrieval, Question answering),
i.e., a summary is termed as a good summary if it provides help
to other tasks. Various methods for extrinsic evaluation are

—Relevance assessment: Here various methods are used for eval-
uating a topics relevance present in the summary or the original
document.

—Reading comprehension: It determines whether it is able to an-
swer multiple choice tests after reading the summary.

4.2 Intrinsic evaluation

—Quality: It determines the summary quality on the basis of cover-
age between the machine-made summary and the human-made
summary.
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—The informativeness of a summary is evaluated by comparing it
with a human-made summary, i.e., reference summary. Quality
or informativeness are the two important aspects on the basis of
which a summary is evaluated.

—Fidelity to the source which checks whether the summary con-
sists of the same or similar content as present in the original doc-
ument.

The main evaluation metrics of co-selection are precision, recall
and F-score. Precision (P) is the number of sentences occurring in
both system and ideal summaries divided by the number of sen-
tences in the system summary. Recall (R) is the number of sen-
tences occurring in both system and ideal summaries divided by the
number of sentences in the ideal summary. F-score is a composite
measure that combines precision and recall. The basic way how to
compute the F-score is to count a harmonic average of precision
and recall

F =
2PR

P +R

An assessment of a summary can be done in different ways. Several
examples, like Shannon Game or Question Game can be found in
[62]. In summary evaluation programs such as SUMMAC or DUC
automatic generated summaries (extracts or abstract) are evalu-
ated mostly intrinsically against human reference or gold-standard
summaries (ideal summaries). The problem is to establish what
an ideal summary is. Humans know how to sum up the most im-
portant information of a text. However, different experts may dis-
agree in considering which information is the best to be extracted.
Automatic evaluation programs have therefore been developed to
try to give an objective point of view of evaluation. Systems like
SEE(Summarization Evaluation Environment), ROUGE( Recall-
Oriented Understudy for Gisting Evaluation ) or BE(Basic Ele-
ments)or BLEU3 have been created to help to this task. The Pyra-
mid method is a novel semi-automatic evaluation method [108].
Its basic idea is to identify summarization content units (SCUs)
that are used for comparison of information in summaries. Lin
[59] introduced a set of metrics called Recall-Oriented Under-
study for Gisting Evaluation (ROUGE) that have become stan-
dards of automatic evaluation of summaries. Jun-Ping Ng et al.[85]
adopted ROUGE automatic evaluation measure for text summa-
rization. While it has been shown to correlate well with human
judgements, it is biased towards surface lexical similarities. This
makes it unsuitable for the evaluation of abstractive summariza-
tion, or summaries with substantial paraphrasing. Feifan Liu et al.
[64] made a first attempt to systematically investigate the correla-
tion of automatic ROUGE scores with human evaluation for meet-
ing summarization. Adaptations on ROUGE setting based on meet-
ing characteristics are proposed and evaluated using Spearmans
rank coefficient. The experimental results show that in general the
correlation between ROUGE scores and human evaluation is low,
with ROUGE SU4 score showing better correlation than ROUGE-
1 score. There is significant improvement in correlation when dis-
fluencies are removed and speaker information is leveraged, espe-
cially for evaluating system-generated summaries. It is observed
that the correlation is affected differently by those factors for hu-
man summaries and system generated summaries. Horacio Saggion
et al. [101] explain correlation of rankings of text summarization
systems using evaluation methods with and without human models.

3BLEU (bilingual evaluation understudy) is an algorithm for evaluating the
quality of text which has been machine-translated from one natural lan-
guage to another.

It applies comparison framework to various well-established con-
tent based evaluation measures in text summarization such as cov-
erage, Responsiveness, Pyramids and ROUGE studying their asso-
ciations in various text summarization tasks including generic and
focus-based multi-document summarization in English and generic
single-document summarization in French and Spanish. Chin-Yew
Lin et al. [62] gave a brief introduction of the manual summary
evaluation protocol used in the Document Understanding Confer-
ence. The paper discusses the IBM BLEU MT evaluation metric,
its application to summary evaluation, and the difference between
precision based BLEU translation evaluation and recall-based sum-
mary evaluation. The paper proposes two test criteria for evalua-
tion. One was to make sure system rankings produced by automatic
scoring metrics were similar to human rankings. This was quanti-
fied by Spearmans rank order correlation coefficient and three other
parametric correlation coefficients. Another was to compare the
statistical significance test results between automatic scoring met-
rics and human assessments. The recall and precision of the agree-
ment between the test statistics results to identify good automatic
scoring metrics is used. According to the experiments, it is found
that unigram co-occurrence statistics is a good automatic scoring
metric. It consistently correlated highly with human assessments
and had high recall and precision in significance test with manual
evaluation results. Josef Steinberger et al. [105] designed a mea-
sure is covered by Latent Semantic Analysis (LSA) which can cap-
ture the main topics of a document. The summarization systems are
ranked according to the similarity of the main topics of their sum-
maries and their reference documents. Results show a high correla-
tion between human rankings and the LSA-based evaluation mea-
sure. The measure is designed to compare a summary with its full
text. It can compare a summary with a human written abstract as
well; however, in this case using a standard ROUGE measure gives
more precise results. Nevertheless, if abstracts are not available for
a given corpus, using the LSA-based measure is an appropriate
choice. Inderjeet Mani et al. [70, 74, 73] developed TIPSTER Text
Summarization Evaluation (SUMMAC) that has established sev-
eral new extrinsic and intrinsic methods for evaluating summaries.
SUMMAC has recognized definitively in a large-scale evaluation
that automatic text summarization is very effective in relevance as-
sessment tasks on newspaper articles. . In recent years, new areas
such as multi-document summarization and multi-lingual summa-
rization have assumed increasing importance, posing new require-
ments for evaluations. New applications for summarization, such as
question-answering, condensation and navigation of book-length
materials, summaries for hand-held devices, etc., will create new
opportunities as well as challenges for summarization evaluation.
Lin et al. [61] describe and compare various human and automatic
metrics to evaluate summaries. They focus on the evaluation proce-
dure used in the Document Understanding Conference 2001 (DUC-
2001), where the Summary Evaluation Environment (SEE) inter-
face was used to support the human evaluation part.

5. CONCLUSION
This survey paper covers extractive, abstractive summarization and
evaluation techniques. Summarization system should produce an
effective summary in a short time with less redundancy having
grammatically correct sentences. Both extractive and abstractive
method yields good result according to the context in which they
used. The reviewed literature opens up the challenging area for
hybridization of these methods to produce informative, well com-
pressed and readable summaries. Various methods for evaluating
summarization systems are discussed.
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