A Novel Texture based Skin Melanoma Detection using Color GLCM and CS-LBP Feature
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ABSTRACT
Microscopic analysis of skin cancer images for detection of melanoma or lesion has drawn significant medical interest over last few years. Various kinds of skin abnormalities are not well detectable from near observation of the microscopic images. Most of the detection of skin abnormality has been relied on the variation of the texture of a specific region of the skin in comparison to the neighborhood of the area. Therefore image processing has been widely used for such detection techniques. However such detection technique fails to distinguish between different types of abnormalities. In case of a blister in the skin which appears the same abnormal way that a probable tumor or a sun burn in a specific area in the skin. Due to variation of the skin texture in the presence of any common abnormality like sun burn, blister, etc, it is extremely difficult for the present systems to differentiate a melanoma or a skin tumor or a cancer from the other skin diseases. Therefore in this work a unique system is developed to detect skin abnormality using a machine learning framework to classify a skin abnormality as melanoma more effectively. The proposed machine learning system relies on extraction of advanced texture features such as harlick GLCM features and CS LBP features in order to detect melanoma in the dermoscopy skin images. A total of 300 images from standard dataset dermquest.com are considered to carry out experimentation, and accuracy of the system using KNN is 79.7315% and SVM is 84.7615%.
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1. INTRODUCTION
Malignant melanoma is a type of cancer that in almost all cases starts in pigment cells (melanocytes) in the skin. Most of the persons when they think of melanoma think of a dark raised lesion, after all these tumors grow from the pigmentation of the cells. But some melanomas lose pigment, lacking the dark pigment partially or completely, and appear pink, white or tan. Melanoma is considered to be the deadliest skin cancer. According to the American Cancer Society (ACS), about 76,380 (46,870 men and 29,510 women) new cases of melanomas are estimated to be diagnosed in the year 2016. The incidence of melanoma has been rising every year. Many of these lives could be saved if melanoma were to be detected at the earliest stage, when it is easily curable. A number of studies using various technologies are being conducted around the world for the early detection of melanoma. Dermoscopy is a method of acquiring a magnified and illuminated image of a region of skin for increased clarity of the spots on the skin. The imaging instrument used for this purpose is called a dermatoscope. Dermatoscopes are of two types: contact, using a layer of gel/oil applied between skin and dermatoscope, and non-contact, with no skin contact and no fluid. Non-contact images and some contact images use cross-polarized light from the dermatoscope to acquire the image. Because of their illumination and magnification, dermoscopy images are widely used in the analysis and examination of skin lesions. Segmentation of the lesion means separating that region (lesion) from the normal skin region (non-lesion). Lesion segmentation is a very important step in the analysis of dermoscopy images for it allows the identification of various global morphological features specific to the lesion and at the same time provides a confined region for segmentation of various local clinical features at a later stage.

Fig 1: Sample of abnormal skin images

Fig 2: Sample of normal skin images

2. RELATED WORK
Previous survey [3,5,6,8,9,14,15,16,17,18,20] were based on the early detection of the melanoma using different methods and techniques and [1,7,19] were based on the classification of the lesions and [2,4,10,11,12,13] were based on the color identification in the melanocytic lesions and also segmentation of the particular areas and computer aided system for the malignant melanomas. [3] Omid Sarrafzade et al. have proposed skin lesion detection using wavelet transform. Morphology operations are used for the segmentation of the image and the results show that it has the low percentage of the border error [5] Tarun Wadhawan et al. has proposed the detection of the blue-whitish veil using color descriptors. It is combined with the regression feature that can provide the sensitivity and specificity of 95.64% and 72.30% respectively. [6] Mariam A.Sheha et al. have proposed automatic melanoma detection using texture analysis. The features extracted are the gray-level co-occurrence matrix using the multilayer perception classifier. Two techniques have been used i.e. automatic MLP and traditional MLP. The obtained accuracy was 92%. [1] Hitoshi Iyatomi et al. have proposed classification of the two different lesions. The two features the skewness of bright region in the tumor and the difference between the average intensity in the peripheral part of the tumor were efficient for the classification. The
detection accuracy obtained is 98% and 86.6% respectively. [7] Jorge S. Marques et al. have proposed texture and the color classification system. Histograms wing descriptors. The result obtained by combining the features was 94.1% and 77.4% respectively. [19] Reda kasmi et al. have proposed classification of the lesions using the ABCD rule. Asymmetry, border, color and Dermoscopic structure are the best descriptors for the automatic classification of the lesions. The accuracy obtained was 92.8% and 90.3% respectively. [11] J. Jaworek-Korjakowska et al. have proposed determination of the border irregularity in the dermoscopy color images. Their system includes the image enhancement, segmentation, border detection and classification. The accuracy obtained was 79% for 300 dataset. [13] S. Sabbaghi et al. have proposed automated color identification in lesions. Technique QuadTree decomposition was used for the automatic identification. The accuracy obtained using NIH and PH2 dataset was 93%.

3. PROPOSED WORK

The proposed methodology of the detection of the skin image as normal or abnormal is shown in the Figure 3. The proposed system includes various steps of image processing such as Pre-processing, Segmentation, feature extraction, classification.

The work has been implemented using Matlab 2016.

3.1 Database Collection

For the study set the dermoscopy images were been collected from standard data set. The standard dataset has been collected from the dermquest.com. Regarding all images are been divided into two classes 25% for training set and 75% for test set.

3.2 Pre-processing

This study based on the texture pattern the preprocessing technique is been applied to the images that is the average filter. Hence it is a simple process because it removes the pores and the other texture from the skin image also the image is been converted into HSV because in RGB image the color variations are significantly high but in the HSV image the color variation decreases significantly.

3.3 Segmentation

In segmentation thresholding based segmentation technique is been used. The threshold based technique used is the global thresholding. Global thresholding is setting an intensity value (threshold) such that all pixels having intensity value below the threshold belong to one phase, the remaining belong to the other. The image is been segmented into 2 blocks with probable tumor and non-probable tumor area. It means dividing the image into two parts one which matches the condition and one which doesn’t match the condition.

3.4 Feature Extraction

All the features extracted here are texture features the two main features extracted here are Harlick GLCM features and CSLBP features.

3.4.1 Harlick GLCM features: The harlick Gray level co-occurrence matrix (GLCM) is a powerful tool for the image feature extraction by mapping the grey level co-occurrence probabilities based on the spatial relations of pixels in different angular directions. The features extracted based on GLCM are: angular second moment (energy), contrast, correlation, variance, inverse difference moment (homogeneity), sum average, sum variance, sum entropy, entropy, difference variance, difference entropy, information measure of correlation, maximal correlation coefficient.

Table 1 gives the formula to calculate each of the Harlick GLCM features.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angular Second Moment</td>
<td>$\sum_{i} \sum_{j} p(i,j)^2$</td>
</tr>
<tr>
<td>Contrast</td>
<td>$\sum_{i} \sum_{j} w[i,j] \cdot \left( \sum_{i} \sum_{j} p(i,j) \right)$</td>
</tr>
<tr>
<td>Correlation</td>
<td>$\sum_{i} \sum_{j} p(i,j)$</td>
</tr>
<tr>
<td>Sum of Squares Variance</td>
<td>$\sum_{i} \sum_{j} (x-i)^2 p(x,y)$</td>
</tr>
<tr>
<td>Inverse Difference Moment</td>
<td>$\sum_{i} \sum_{j} (x-y)^2 p(x,y)$</td>
</tr>
<tr>
<td>Sum Average</td>
<td>$\sum_{i} \sum_{j} x p(x,y)$</td>
</tr>
<tr>
<td>Sum Entropy</td>
<td>$-\sum_{i} \sum_{j} p(x,y) \log(p(x,y))$</td>
</tr>
<tr>
<td>Entropy</td>
<td>$-\sum_{i} \sum_{j} \log(p(x,y))$</td>
</tr>
<tr>
<td>Difference Variance</td>
<td>$\sum_{i} \sum_{j} \log(p(x,y))$</td>
</tr>
<tr>
<td>Difference Entropy</td>
<td>$-\sum_{i} \sum_{j} p(x,y) \log(p(x,y))$</td>
</tr>
<tr>
<td>Info Measure of Correlation</td>
<td>$\sum_{i} \sum_{j} \log(p(x,y))$</td>
</tr>
</tbody>
</table>

3.4.2 LBP features: LBP is a visual descriptor used for classification. It is a powerful feature for the texture analysis.

The procedure for extracting local binary pattern (LBP) features is as follows.

1) Divide the window into cells.
2) For each pixel in a cell, compare the pixel to each of its neighbor’s, also the pixels along a circle, i.e. clockwise or counter-clockwise.
3) Where the center pixel's value is greater than the neighbor's value, write "0". Otherwise, write "1".
4) Compute the histogram of each pixel of various frequencies.
5) Normalize the histogram. (Optional)
6) Concatenate (normalized) histograms of all cells. Hence the feature vector of the entire window is obtained.

**CSLBP (circular shift local binary pattern):** In the CSLBP first convert pixel into 30, 60, 90, 120 and 180 degree. So from 0 to 360 degree, rotate the pixels and calculate the LBP of the each degree then take the average.

### 3.5 Classification

**Algorithm**
Algorithm 1 gives the flow of Testing, Training and Classification procedure used in the proposed work.

**Algorithm 1: Identification of skin Image**

**Input:** Different types of skin images

**Output:** Identification of the skin image as normal and abnormal

**Method:** Harlick GLCM and CSLBP features

**Feature vector of size:** 14 Harlick features and 16 CSLBP features.

**Train Phase:**
Start
Step 1: Input the skin image.
Step 2: Perform preprocessing of image using average filter.
Step 3: Perform global thresholding based Segmentation for the primary detection.
Step 4: Extract Harlick GLCM and CSLBP features of segmented image.
Step 5: Store all the features as a feature vector in train library.
End

**Test Phase:**
Start
Step 1: Input the skin image.
Step 2: Perform preprocessing of image using average filter.
Step 3: Perform global thresholding based segmentation for the primary detection.
Step 4: Extract Harlick GLCM and CSLBP features of Segmented Image.
Step 5: Compare the test image features with the database features.
Step 6: Identify the input test image using SVM and KNN Classifier as normal or abnormal.
End

### 4. RESULT AND DISCUSSION

The results of classification on images that acquired by the dermoscopy technique. GLCM and CSLBP features were used for feature extraction. 14 harlick GLCM features and 16 CSLBP features were considered. To train and test the system the KNN and SVM classifiers were used to classify the image as normal and abnormal. The proposed method trained with 25% and tested with 75% of the total number of images.

![Sample of harlick GLCM and CSLBP features](image1)

**Table 2: Performance of SVM classifier**

<table>
<thead>
<tr>
<th>Skin Class</th>
<th>train</th>
<th>test</th>
<th>Correctly Identified</th>
<th>Incorrectly Identified</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>130</td>
<td>50</td>
<td>50</td>
<td>80</td>
<td>82.85</td>
</tr>
<tr>
<td>Abnormal</td>
<td>150</td>
<td>50</td>
<td>120</td>
<td>30</td>
<td>86.66</td>
</tr>
</tbody>
</table>

![Test result for the normal image](image2)

![Performance using SVM classifier](image3)

**Table 3: Performance of KNN classifier**

<table>
<thead>
<tr>
<th>Skin Class</th>
<th>train</th>
<th>test</th>
<th>Correctly Identified</th>
<th>Incorrectly Identified</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>130</td>
<td>50</td>
<td>50</td>
<td>80</td>
<td>82.85</td>
</tr>
<tr>
<td>Abnormal</td>
<td>150</td>
<td>50</td>
<td>120</td>
<td>30</td>
<td>86.66</td>
</tr>
</tbody>
</table>

![Performance using SVM classifier](image4)

Table 2 and 3 gives the performance details of SVM and KNN classifier for the data set considered for experimentation.
Fig 7: Performance of KNN classifier

<table>
<thead>
<tr>
<th>SVM</th>
<th>Accuracy of Normal Skin images (%)</th>
<th>Accuracy of Abnormal Skin images (%)</th>
<th>Overall accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>92.85</td>
<td>84.66</td>
<td>88.75</td>
</tr>
<tr>
<td>Test</td>
<td>76.13</td>
<td>83.33</td>
<td>80.73</td>
</tr>
</tbody>
</table>

Fig 8: Overall accuracy of SVM and KNN classifiers

5. CONCLUSION AND FUTURE SCOPE

With the advancement in the computer vision technology and the cloud based record maintenance, machine learning technique for automated diagnosis of the medical images is gaining significant popularity. Various machine learning based skin cancer detection techniques have been proposed in the past. Most of the techniques were dependent on threshold based. The problem with the threshold based technique is that they are more susceptible to the variation in the skin color and texture due to change in gender, age, and ethnicity and so on. Therefore in proposed work instead of adaptive threshold based technique for the skin cancer detection a system is developed which machine learning based skin cancer detection combines the best practices of the segmentation by pre-processing the image with segmentation step followed by a texture based representation of the image. As texture is considered to be one of the better descriptors of the skin cancer as well as any abnormality in the skin area the proposed system is found to be extremely accurate by considering Harlick GLCM & CSLBP features. The system accuracy of the proposed system is found to be 79.7315 % for KNN classifier and 84.7615 % for SVM classifier. From this it can conclude that SVM classifier performs better for skin cancer detection. Future scope of this work is to incorporate cancer stage identification like benign and malignant. Such kind of multi-level classification can be performed by adapting multi-level classifier.
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