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ABSTRACT 

In this paper, the author used Discrete Laguerre Wavelets 

Transform (DLWT) and also analyzed to reach the extraction of 

the resolution tree from Discrete Laguerre Wavelets Transform's 

Coefficients (DLWT)C
, which resulted in the extraction of filters 

that will help to derived  the new laws and algorithms and it 

makes the new wavelet to take its role in the image processing.  

Some examples and algorithms also included in this paper. 
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1. INTRODUCTION 
   Over the years, the conversion of waves has been considered 

as a mathematical way of dealing with signals, which in turn 

changes from time domain to frequency domain [1,2]. In 

addition, it provides more accurate information for wave data in 

other signal analysis techniques [7].  

Wavelets tool box have the advantage of processing and analysis 

(signal, images, and data) that show regular behavior with 

sudden changes. So algorithms and probabilities analyze discrete 

wavelets transform (DWT), decimated and non decimated wave 

packets, double tree and wave forms [13].  

 All because of their containment tools for continuous wavelets 

transforms (CWT) algorithms [8]. Which will be explained in 

this paper. Wavelet transform has been used as an such as audio, 

compression and computer graphics [3-5].  And because of its 

own self a similarity in its ability to above applications making it 

one of the modern advances to Fourier transform [11]. The 

wavelet transform technique in analyzing several types of 

signals such as radar and earth quake signals is best for their 

ability to analyze unstable phenomenon [12]. 

The wavelet transform its representation form because of a wide 

range of process and functions that done so it has become the 

standard tool in signal and de noising  [6]. This work was done 

by working on a soft ware system to sharpen the edges and will 

applied DLWT for image processing by using wavelets and its 

filters matrix and explained how programming it by using 

MATLAB program and VISUAL BASIC program.        

2. WAVELET TRANSFORMATION  
Wavelet transformation [9,10] is a variable analysis in terms of 

division of the frequency window over time, giving it a force in 

analysis compared to Fourier transform, as shown in Fig.1, and 

conversion is one of the most important modern transformations 

used by researchers in many applications because it contains 

features and characteristics based on statistical speculation that 

play a large role in digital processing. It also has the advantage 

of being reference or analyzing images from multiple levels of 

details and this is one of the most important features used to 

enhance the edges of digital images. 

Fig .1 The waveguide representation (frequency-to-time 

division) 

3. FAST DISCRETE LAGUERRE 

WAVELETS TRANSFORM FDLWT 

ALGORITHM  
This section describes the following topics.   

3.1.To Calculate DLWT and IDLWT  

by using Filters 
 In framework of multi resolution of an orthogonal wavelet, this 

section begins with the scaling function   defined by 

Zmnmtt nn

zmnmn  

 ,)2(2)}({ 2/

,,   

(1)                

and Discrete Laguerre Wavelets Transform   

             Zmnmtt nnl

mn   ,),2(2)( 2

,                  (2)                                                                                

Essential relations are the twin-scale relations  

i.e., expansion equation or perfect equation 
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The filters contributory in DLWT and in IDLWT and carefully 

attached Zmam ),( . Let  and   have tight backing, it 

shows that these filters or series contain a limited number of 

non-zero elements what follows is the low filter for this filter 

and denotes this filter W.  From the above low frequencies are 

available for their preservation the high ones. It has a Finite 

Installment Response (FIR) of  length 2M, its sum is 1 and its 

norm is

2

1
.  Four filters can be defined by using filter's 

properties as follows. 

step 1:-  The filter W is used. 

step 2:- With finite installment response. 

Step 3:- The decomposition filters are noted 

              specified by the final D: L0D, HiD 

Step 4:- The initial L0 is first low-pass. 

Step 5:- The initial Hi is second is high-pass. 

Step 6:- The final R has two reconstruction filters. 

             The above steps explain four filters in the following 

              figures.  

 

 

Fig.2 (Four filters) 

 
Fig.3( Four filters) 

qmf : quadrature mirror filters  

Wrmi:  reconstruction mirror image of the filters 

 

Fig.4 (Filters for the Laguerre wavelets) 

The two filters reconstructed and linked by 

kK

k

ki RLRH
W

W
RL 

 10

1

0 )1(,                   (4) 

By using Mirror's theory, the two decomposion filters are 

obtained  

 kKikKkO RHRLDL  110 ,  for k=1,2,…,K          (5)                                                                                                                                                              

Using DLWT equation (1) and Fig.1 in (4) and (5), the  following 

figure is obtained. 

Fig.5 (Types of filters) 
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3.2. The Best Algorithm to Calculate the 

Coefficients 

 

 
Fig.6 ( Demonstrates the decomposition of the signal in 

Level1 one dimension DLWT ) 

 

Fig.7 ( Representation of a DLWT decomposition step with 

initialization at SA 0

) 

 

X  : Convolution with filter X 

    2     Dawn Sample 

From the above that the signal wave that dissociated from level j 

has the following structure: 
 1,...,, CDCDCA jj The next 

stage will be the tree with nodes  j = 3, which shows the signal 

structure 

 

Fig.8 (One dimensional wavelets tree) 

The following is a review of the functions that were built in 

a function approximation   1,0)( 2Ltf  may be expanded as  

   









1

,

0

, )()(
n

mn

m

mn tAtf                                               

(9) 

where       )(),( ,, ttfA mnmn                                         

(10)   

 In equation (9),       denotes the inner product with weight 

function )(twn on the Hilbert Space [0,1) off the infinite series 

in the above equation is truncated, then equation (9) can be 

written as 

 









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1
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(11) 

Where A  and )(t  are 12 1  Mk
matrices given by 

 

 

 T
MM kk AAAAAAA

1,20,20,,2)1(,11,10,1 11 ,...,,...,,,...,,
 

   

                                                                                                    (12)                                                                                                           

     

 T
MM kk 1,20,20,2)1(,11,10,1 11 ,...,,...,,,..,,
     

                                                                                                        (13) 

       Concerning orthonormal wavelet bases. 

  The good reason projection and doable scales: 

Let 
JVL and   

JWL be the orthogonal projection operators, on 

jV and jW  and for 
2Lf   

If fLA
JV

J   and fLD
JW

J  . The properties of spaces 

 
jV  and   

jW  imply where as 

jjj DAA 1
with   

jj DA                                (14)                                             

Algorithm 1: Processing signal by using DLWT One 

dimensional DLWT  

 Input :- Signal  

 Output: processing signal  

Step 1:- )(),( 11 CDDCAA cofcof    are two sets 

 (the following filters)produced and obtained from 

transform  S:  

a- Low-Pass filter 

b- High-Pass filter. 

Between S&F  do Convolution see Fig.5 

 The convolution equation is 

                     
k

kknn FSFS *                       (6)                           

The decimation equation is 

  nn SYSdecY 2)(                                   (7)                       

       LF=2N, Let N=length S , G&F are signals with length     

M+ 2m – 1 

The length of two coefficients=  n
N

floor 
2

2
  (8)                   

Step 2:- The coefficients of the rounding coefficients are 

divided into two parts, replacing s by cA1 and producing 

cA2 and cD2, and so on see Fig.7 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 171 – No. 7, August 2017 

31 

Spaces  
jV  are approach spaces in the following signification 

jA converges to f when j goes to 0. In the same technique , 

spaces   
jW  are detail spaces in the sense that 

jD  are the 

difference between two alternate approximation i.e. 
JJJ AAD  1

. Moreover, for fixed J, the
JD are the 

corrections to add to the roughest approximation  
JA  in order to 

find f, since   



J

j

jJ DAf
0

. In  
jj WV  with

   
ZmmjZmmj  ,, ,   where , are scaling function and 

wavelet associated with the Multi Resolution Analysis (MRA)  

4. DECOMPOSITION AND 

RECONSTRUCT OF DLWT 
4.1. Decomposition one dimension DLWT 
In this section constructed algorithm1 taken from the Mallat 

algorithm. It is fast algorithm of decomposition-reconstruct. will 

dependent in formations from equations (9)-(13)   

Let     0,,,2)( 2

1

,  


aZmnmtat nn

mn   

From equation(14) and let nn WV , are endowed with 

orthonormal bases  scaling function from equation (2), when 

n=1,2,…. And m=0



 


otherwise

t
n

0

101
0,                                              

(15)                                                        

mn,  is wavelet function associated with the MRA for a function

 , where )2(2, mtnn

mn     . 

Characterize the approach and detail coefficients by the following 

relations reasonable for all in Z. 

    22 ,,, ,,,
LrnLrn

nn

rrn

zr

n

r

n fAaaA  


 (16)                     

    22 ,,, ,,,
LrnLrn

nn

r

zr

rn

n

r

n fDddD  
  

(17) 

 The following algorithms will depend on the equations (14), (16) 

and (17). 

1. Decomposition part:- calculate the co-ordinates 
na  

and  
nd of approximation 

nA  and detail 
nD  using 

the co-ordinates      of the approximation  
1nA . 

2. Reconstruction part:-  the inverse operation is 

performed. 

 

    Algorithm 2: 

  Step 1.  It starts with relations (14), (16) and (17)  

          22 ,

1

,

1 ,,,
Lmn

nm

nLmn

nn

m AdAa                (18)         

From (14)  

    22 ,,

1 ,,
Lmn

nn

Lmn

n DAA  
 

    0,, 22 ,,  n

mLmn

n

Lmn

n aDA   

nn DAZm  ,  

Step 2. This step is same as step1,  just replacing   by     

    22 ,,

1 ,,
Lmn

nn

Lmn

n DAA  
 

=     n

mLmn

n

Lmn

n dDA  0,, 22 ,,   

Step 3. Substituting  


 
zr

mn

n

r

n aA ,

11   in (18)  
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




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Lmnrn

n

r

n

m aa 2,,1
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  

 2,,1

1 ,
Lmnrn

n

r

n

m ad                                       (19) 

Step 4:-  Calculate the scalar products in (19)

 
      

 
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Step 5:- Changing the variable   mx
y n  2
2

, then  

myx nn 22 1  
 obtain 

    
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

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                                                                                                  (20) 

 Step 6:- In this step verify the scaling equation by  and the    

two scale equations defining the wavelet   in equation (1)  

  
 
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






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22
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  
 
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
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
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  0, Vmn   , equation (20)  

 
 










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mrLmnrn

mrLmnrn

b

a

2,,1
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2,
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2

2




                                     (21)           

NOTE:-  The results of the basic functions of the scales n-1 and n 

do not depend on n. Thus the same initial step of decomposition 

stratify to all the scales. 

Stepe 7:-With respect to 
n

m

n

m da ,  and from equations (19),(21)  








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n

m
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2

1

2

1

2

2





                                            (22)                        

Stepe 8:- In this decomposition, phase is within the benefit of the 

previous equations that the following the two filters involved are 

initially determined . They were put in  already  for the special 

case of the finite filters. 
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     
     
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
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 From (22) 

 

 



















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



Zr
mi

n

r

n

m

Zr
rm

n

r
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DHad

DLaa

12

1

20

1

                                             (23)                                           

 The operation of decimation  

 )(xdecy   is defined by kk xy 2 for Zk  . In filter 

theory, decimation is often noted as 2 , and equation (23) is 

finally written as 

 
 











DHadecd

DLadeca

i

nn

nn

,

,
1

0

1

                                                 (24)                                           

    The result of above algorithm calculated is of approximation 
nA  and detail 

nD  and are therefore calculated simply using 

the coefficients of approximation 
1nA  , a convolution (a 

filter) followed by decimation. 

Result (24) is represented by the  following  figure  

 

 
Fig.9 (representation of equation (20) and convolution by F 

and  2 is decimation) 

 

Fig.10 (compact representation of (20)) 

4.2. The Reconstruction DLWT 
In this section the steps of the algorithm are counterproductive 

to calculate the co-ordinates of       from    and    .The 

following equality will be started,  Zm   

 

   

    22

2
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,1,1

,1,1

11

,,

,,
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


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        (25)                    

      








 
zr

Lmnrn

n

r

Zr
Lmn

n

r

n

m daa 22 ,1,,1

1 ,,     (26) 

From tep 7,  the reconstruction  two filters will be there. 

     
     






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



kkizkkii

kkzkk

dRHRHRH

aRLRLRL

2

2000




           

(27) 

NOTE: From the previous stage i.e. the decomposition stage  

can draw these two filters 

 DLinvRL 00   and    DHinvRH ii                                         

Where       Zmmxmyxinvy  ,,     

Using relations (26) and (27),  

 

    
 


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Zr Zr

rmi

n

rrm

n

r

n

m RHdRLaa
220

1
          

(28)                                                                                               

Pressed the process of zeros admission defined by 

  Zkyxyxinsy nnn   ,0,, 122  with in the 

filter theory admission is overwhelmingly denoted by 2 and 

from relation (28), 

         

 
rmi

n

rm

nn

m RHdinsRLainsa 0

1

      RHdinsRLainsa i

nnn  0                    (29)            

   Finally from the above operations coefficients of approach  
nA  and detail  

nD  from the coefficients of approach 
1nA

by a convolution of linear filter represented in the following 

figures 

 

4.3. Decomposition of two dimension DLWT 
For images, an analogous algorithm is probable  for      two-

dimensional wavelets and scaling functions gained from one-

dimensional wavelets by sensorial product.  From this type of 

two-dimensional DLWT, get a decomposition of approximation 

coefficients at level j . 

(a) The approximation at level  j + 1 

(b)  The details in three orientations  

 Horizontal. 

 Vertical. 

 Diagonal. 

In general the following characterize the steps of MRA for 

images. Now the orthogonal wavelets, from the algorithms 

above but the decomposition filters and the reconstruction 

filters gained from two separate scaling functions related with 

MRA in dualism. The following algorithm will calculate 

approximation vector. 
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Fig.11 ( Decomposition of tow dimensional DLWT )

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm3:  This algorithm is to calculate  approximation  

vector. 

1.   
Zmm nA


be the coordinates of the vector nA  

  mnmn nAA ,                                                                                      

2.   1nAm  be the coordinates of the vector 1nA  

                       
m

mnmn nAA ,11 1  

3.  1nAm  Is calculated from following 

    
n

mmnm nhnA 21  

4. This formula is like a convolution formula.  

       nAhnFmhh mnmm

~
1,

~
                     

5. The sequence  1nF is the filtered output of the sequence  

 nA  by the filter h
~

.we obtain. 

   11 2  nFnA mm  

It takes the even index values of   F. This is down  

sampling. 

The sequence  1nA  is the down sampled version of the  

Sequence  1nF   
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2      1: Down sample column keep the even indexed columns. 

1      2:  Down sample rows keep the even indexed rows. 

X (rows) : Convolve with filter X the rows of the entry . 

 X (columns) : Convolve with filter X the columns of the entry . 

 CA0 = S for the decomposition initialization. 

 

Fig.12 (Reconstruction of tow dimensional DLWT)

2      1: Up sample columns keep the odd indexed columns. 

1      2:  Up sample rows keep the odd indexed rows. 

X (rows):  Convolve with filter X the rows of the entry. 

 X (Column):  Convolve with filter X the columns of the entry. 

 

Fig.13 (Two dimensional wavelets tree)

By initial condition        = S(m),  

By  S(m) is the signal value at time m.  

The multi resolution  situation and to a few of the properties  

of the functions  mnmn ,, ,  . 
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These relations supply the essential for the algorithm. 

   

Thus  

a. The filter h is the low- pass filter  .  

b. The high-pass filter g 

 
 

From a&b we will obtained the two scales functions they are    
the following essential relation.  

  These relations supply the essential for the algorithm. 

 

            

   

 

              
   

 

These relations supply the essential for the algorithm. 

Thus, 

(a) The filter h is the low- pass filter . 

(b) The high-pass filter g 

From (a) and (b) two scales functions and wavelet    will be 

obtained. The following are the essential relations for the 

algorithm. 





Zk

kkg ,00,1   




 
Zk

kjkj g ,0,1   

After MRA steps, the reconstruction algorithm by building it, 

initial condition A1 and D1, are given by 

110 DAA  The steps from 11   nnn DAA  

 

 

and   
0,, knn aa  are given by 



 





m

mm

m m

mmmm

aA

DaA

,0

0

0

,11,11 ,,





                           (30)        

Assume the 
0

ka coordinates as: 

  



 





k k k

kmkkmkmkk

k

kkkmm

mmm

gha

aDA

DAAa

22,0,1

,0,1,01,01

,011,00

0

,

,,,

,,







 (31)                                                                                

In this step used the following relations.  









k

kmk

k

kmk

g

ha

2

2


  

If  m=0, the above relations changes as  

01~
22  kkk aaa  

   
k k

kkkk hha 2                                                    (32)                                                      

  By extension    
k k

kmkkmk hha 2                      (33)                                                           

since    
k k

kmkmkm ghaa 
~~

1

0
                       (34)                                                  

 
 

 

 

 

 

 

Algorithm 5:-The reconstruction steps are: 

 

1- Replace the α and δ sequences by up sampled 

versions  
~

,~a  inserting zeros. 

2- Filter by h and g respectively.  

3- Sum the obtained sequences. 

 

 

 

Algorithm 4: Describe some of mn,  and mn,  

1. The family m,0 is formed of orthonormal functions. 

As a consequence for any n, the family m,0  Zm

is orthonormal.  

2. The double indexed family mn,  Zmn , is 

orthonormal.  

3. For any n,  the Zmmn ,,   are orthogonal to

Zmnmn ,, . 

4. Between two alternate scales, we have an essential 

relation, called the twin-scale form.





Zmn

mnnh
,

,0,1  ,  mnmm h ,0,1   

5. This relation introduces the algorithm's h filter 

kk wh 2  

6.     For more information check the following . 

 The coordinate of 0,1n on mn, is mh  and does 

not depend on n.  

 The coordinate of kn ,1 on mn, is equal to 

kmmnkn h 2,,1 ,     
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4.4. The Capabilities of DLWT on Dimensional 

 

In this section will displayed basic One-Dimensional objects, in 

the following algorithm is displayed the resulting signals. Which 
file be used by using MATLAB programming. 

 

 

 

 

4.5- The Capabilities of DLWT Two-Dimensional 

 

5. APPLIED DISCRETE LAGUERRE 

WAVELET TRANSFORM 
After the image has been transformed in to the frequency or 

sequence domain, may want to modify the resulting spectrum. 

There are three types of filtering:-   

 Low pass filters tend to blur images.  They pass low frequencies 

and attenuate or eliminate the high-frequency information. They 

are used for image compression or for hiding effects caused by 

noise. It imparts a softer effect to the image . Low-pass filtering 

is performed by multiplying the spectrum by a filter and then 

applying the inverse,  can be used for edge enhancement because 

it passes only high-frequency information, corresponding to 

places where gray levels are changing rapidly (edges in images 

are characterized by rapidly changing gray levels) transform to 

obtain the filtered image. 

5.1 The band pass and band reject filters 
The band pass and band reject filters are specified by two cut 

off frequencies, a low cut off and a high cut off shown. A 

special form of these filters is called a notch filter because it 

only notches out or passes specific frequencies . These three 

types of filters are typically used in image restoration, 

enhancement and compression.  

The wavelet transform is really a family of transforms that 

satisfy specific conditions.  The wavelet transform can be 

described as a transform that has basis functions that are shifted 

and expanded versions of themselves. The wavelet transform 

contains not just frequency information but special information 

as well. One of the most common models for a wavelet 

transform uses the Fourier transform and high pass and low 

pass filters. The use of the wavelet transform is increasingly 

popular for image compression 

Numerous filters can be used to implement the Wavelet 

Transform.  One of the commonly used is the DLWT.  It is 

separable .  So they can be used to implement a wavelet 

transform by first convolving them with rows and then with 

columns. The DLWT basis vectors are simple: Use equation (1) 

 

Algorithm 7:- Basic Two-Dimensional Objects. 

Step (1):- Image in original resolution 

 S  (Original image) 0A    Approximation at level 0 

 nmAm 1, Approximation at level m 

 nmDm 1,  Detail at level m   

Step (2):-  Coefficients in scale-related resolution  

 nmCAm 1,  Approximation coefficients at 

level m 

   nmCDm 1,  Detail coefficients at level m 

 1,...,, CDCDCA nn  Wavelet decomposition at               

  level n 

 

 

 

Algorithm 6: Analysis signal one dimension 

  In put:  original signal. 

Out put:  analysis signal one dimension 

Step (1):-  

 Basic One- Dimensional Objects.  Signal in original 

time S (Original signal) 

mA , nm 0   (Approximate at level m)      

mD   ,  nm 1    (Detail at level m) 

Step(2):-   

Coefficients in scale-related time 

 mCA  , nm 1        (A at level m) 

mCD    ,   nm 1          (D at level m) 

 1,...,, CDCDCA nn         W.D     0n  

This  Analysis are Decomposition Capabilities 

Step (3):- synthesis are Reconstruction Capabilities. 

DLWT 

     1111 ,,  nnm CDCACACDCAS

                                          

Wave dec   1,...,, CDCDCAS nn  
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for t [0,1], and using equations (4) and (5) moreover applying 

above algorithms,   

LOW PASS:  11
2

1
 

HIGH PASS:  11
2

1
  

From the above filters started to applied compressed image,  

The following algorithm will illustrate this. 

 

 

The following examples are processing image by using the 

coefficients of DLWT where n=1and m=0,1.  using visual basic 

program. But this way is  not practical because it does not 

contain the programs ready compared to the programs Matlab, 

which use more practical and faster in the processed of images . 

 

 

 
 

 

 

 

 

Algorithm (8):  Laguerre Wavelet's Filters 

           Step (1):- If m=0 and   n=1,2  then 











otherwise

t
Cn

,0

10,
2

1

0,  

            The first row 

                                     11
2

1
1 f  

 

             Then Low_ pass filter  11  

                                                

             Step ( 2) :-  If  1,0m  and  2,1n  then 

                                

2

1
,

2

1
1,21,1  CC           

              The second row  

                                    11
2

1
2 f  

                              
















otherwise

t

Cn

,
2

1

5.00,
2

1

1,  

             Then High  pass filter  11   

            Step (3):- Programming and storage 











11

11

2

1
22F  

            End 
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Examples 1 

 
Example 2 
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6.  CONCLUSION 
In thise paper authors used new form of wavelet that symbolizes 

Discrete Laguerre Wavelets Transform   (DLWT) and its filters 

matrix for image processing without loss in its features  with 

some algorithms, used fast algorithm to construct , how to 

calculate main coefficients and decision tree. Two examples are 

illustrated the images are compressed with the use of  Matlab 

program after load DLWT is used to compress images and 

reduce noise . This work can be developed using an extended 

matrix of filters to reach more accurate results where the error 

ratio is zero in  future. 
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