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ABSTRACT 

M-ambiguous words are the problem of Parikh matrix. In this 

paper an algorithm is introduced to find the M-ambiguous 

ternary words corresponding to a 4x4 matrix. The concept of 

M-ambiguity Reduction factor is introduced. With the help of 

this M-ambiguity Reduction factor the problem of M-

ambiguity can be solved to  some extent.   
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1. INTRODUCTION 
In 1966 R.J.Parikh introduced a notion called Parikh Mapping 

[13]. This notion is an important tool in the theory of formal 

languages. Using this tool words can be expressed as vectors. 

If the domain of a Parikh mapping is a context-free language 

then the range is always a semilinear set. It is a fact that from 

the transition of a sequence to a vector much of the 

information is lost about the sequence. To overcome this 

difficulty a new type of function based on matrix is introduced 

by [9]. This matrix based function was named as Parikh 

matrix. Parikh matrix of a word gives much more information 

about a word than Parikh vector. But Parikh Matrix faces 

some challenging problems, such as it is not injective. Two 

words may have the same corresponding Parikh Matrix. This 

problem is known as M-ambiguity and the words 

corresponding to a Parikh matrix is known as M-ambiguous 

words. To overcome all the shortcomings, Parikh Matrix has 

become a research interest in related fields in recent years. In 

recent decades many techniques have been developed to solve 

complex problems of words using Parikh Matrix. It is  cited a 

few examples [8,10-12,14-17,19-20] which have used 

subword occurrences and Parikh matrix for solving the 

problems of word. The problem of M-ambiguity is dealt in the 

following papers [1-3, 18]. The papers [4-7] are also on 

various investigations about Parikh matrix. 

 Rest of this paper is organized as follows. The following 

section   goes toward the basic ideas about Parikh matrix. 

Third section gives algorithm which gives ternary words, 

(may be one word or more than one word due to M-

ambiguity) corresponding to a Parikh matrix; In fourth section 

notion of M-ambiguity Reduction factor is introduced. In the 

fifth section the paper is concluded. 

2. PRELIMINARIES 
Throughout this paper Z will denote the set of natural 

numbers including zero. Some necessary definitions are given 

below.  

Ordered alphabet: an ordered alphabet is a set of symbols 

1 2 3{ , , , , }na a a a   where the symbols are arranged 

maintaining a relation of order (" " ) on it. For example if 

1 2 3 na a a a    , then we use notation: 

1 2 3{ , , , , }na a a a   

Word: a word is a finite or infinite sequence of symbols taken 

from a finite set called an alphabet. Let 

1 2 3{ , , , , }na a a a  be the alphabet. The set of all 

words over  is
* . The empty word is denoted by .     

ia
w : Let 

1 2 3{ , , , , }i na a a a a  be a letter. The 

number of occurrences of 
ia in a word 

*w is denoted by

ia
w . 

Sub -word: a word u is a sub- word of a word w , if there 

exists words 
1 nx x  and

0 ny y , (some of them 

possibly empty), such that 
1 nu x x  and

0 1 1 n nw y x y x y . For example if 

w adbaabcacd  is a word over the alphabet  

{ , , , }  a b c d  then baca  is a sub-word of w . Two 

occurrences of a sub-word are considered different if they 

differed by at least one position of some letter. In the word

w adbaabcacd , the number of occurrences of the 

word baca  as a sub-word of w is 2
baca

w  .  

Parikh Vector: The Parikh vector is a mapping 
*: Z Z Z      where  

1 2 3{ , , , , }na a a a    and Z is the set of natural 

numbers including 0, such that for a word w  in
* , 

1 2 3

( ) ( , , , , )
na a a a

w w w w w  with
ia

w

denoting the number of occurrences of the letter ia w  .  

For example, for the word w abaabcac  the Parikh 

vector is (4, 2, 2). 

Triangle matrix: A triangle matrix is a square matrix 

1 ,( )i j i j nm m    such that: 

1. (1 , ) ,i jm Z i j n    

2. 0 for all  1 ,i jm j i n     

3. 1 ( 1 ) .i im i n    



International Journal of Computer Applications (0975 – 8887) 

Volume 173 – No.9, September 2017 

45 

Parikh matrix: let 
1 2 3{ }na a a a       be an 

ordered alphabet, where 1n  .The Parikh matrix mapping, 

denoted
nM , is the homomorphism *

1:
nM nM     

defined as follows: if 
1 , 1( ) ( )

nM q i j i j na m      then 

, , 11, 1i i q qm m    and all other elements of the matrix 

( )
nM qa are zero. 

M-ambiguous words:  Two words 
*, , ( )    

 
over the same alphabet Σ may have the same Parikh matrix. 

Then the words are called amiable or M-ambiguous. The 

words baaabaa and ababaaa have the same Parikh matrix. 

1 5 3

0 1 2

0 0 1

 
 
 
 
 

 So these two words are amiable. 

M-unambiguous words: A word w is said to be M-

unambiguous if there is no word w for which  

( ) ( )
n nM Mw w    

3. ALGORITHM FOR DISPLAYING   

M-AMBIGUOUS WORDS 

CORRESPONDING TO A PARIKH 

MATRIX OF A TERNARY SEQUENCE 

3.1 Algorithm giving Parikh matrix 

corresponding to a ternary sequence 
The following pseudo code gives the Parikh matrix of a 

ternary sequence [7]. 

Algorithm:      
                   

1. Initialize a word = ‘w’ 

2. Set len = length of w   

3. For i=0 to len  do 

4.  Calculate total number of a, ab, abc in w. 

5.    Calculate total number of b, bc in w. 

6.    Calculate total number of c in w. 

7. End. 

// create a matrix (aij) of order M (=4)     

8.  For i=0 to M  do 

9.      For j=0 to M  do 

10.               If  i=j           

11.                   aij=1 

12.             else If (i > j)  

13.                   aij =0 

14.              else 

15.                 If ( i=0 and j=1)   

16.                   aij=total number of ‘a’   

17.                      If( i=0 and j=2)   

18.                        aij=total number of ‘ab’    

19.                If ( i=0 and j=3)   

20.                       aij=total number of ‘abc’     

21.                       If ( i=1 and j=2)   

22.                    aij=total number of ‘b’     

23.                         If ( i=1 and j=3) 

24.              aij=total number of ‘bc’   

25.           If ( i=2 and j=3) 

26. 
                   

aij=total number of ‘c’   

27. 
 
      End  

28. End 

3.2 Algorithm giving ternary sequences 

corresponding to a Parikh matrix 
Various methods are used for finding M-ambiguous words for 

binary words [6]. The algorithm given below is introduced to 

find M-ambiguous words for ternary words. With the help of 

this algorithm all the M-ambiguous words corresponding to a 

4x4 Parikh matrix can be found instantly. One just has to enter 

a 4x4 Parikh matrix. If the matrix is not a Parikh matrix then 

there will be simply no corresponding word.  
Algorithm:  

1. Input a matrix Ai,j
 
 of order 4x4. 

2. l = (A0,1 + A1,2+ A2,3) 

3. Store ‘l’  time of ‘abc’ in w and consider it as 

an initial word Ai,j
 
 

4. Make a list of words L where each word is 

obtained from w. ( w is also included in L) 

5. L= {l1, l2, l3,…., llength of w }, li = word obtained 

from w by removing the ith letter from it. 

6. len = Number of elements of (L)  

7. For i=1  to len do 

8.    W = word at ith  position of  L  

9.       For  j=1 to length of W do 

10.        Store W by removing character at jth  

position 

11.   End 

12.  Remove all duplicate copies of words from  L  

13.  Remove W  from  L if numbers of a in            

W ≠ A0,1 numbers of b in W ≠ A1,2
 
and  

numbers  of  c in W ≠ A2,3 

14. If it is removed then update i by i-1   

15. Update len = Number of elements of (L)  

16. If all the words of  L is of length l display the 

words 

17. End 

18.  For k=1 to len  do 

19.   Perform  Algorithm of  3.1  with each word 

at kth position 

20.  It gives matrix  Xij  of size 4 x 4  

21.  Check each of  Xij
 
with Ai,j

 
 

22. If it matches then display ‘YES’ otherwise 

display ‘NO’. 

23. End.    

3.3 Application of the algorithm giving 

ternary sequences corresponding to a 

Parikh matrix 

(a) Let { }a b c   and the Parikh matrix be 

 
3 1

1 1 0 0

0 1 2 2

0 0 1 2

0 0 0 1

M 

 
 
  
 
 
 

 ,  

the set of amiable words having this Parikh matrix is 
 

{ , , }C cbbac cbbca bccba
 
 

 

(b) 
  

 Let { }a b c   and the Parikh matrix be 

 
3 2

1 1 0 0

0 1 2 3

0 0 1 2

0 0 0 1

M 

 
 
  
 
 
 

 ,  

the set of amiable words having this Parikh matrix is 
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{ , }C bcbac bcbca
 
  

(c) 
  

 Let { }a b c   and the Parikh matrix be 

 
3 3

1 2 1 1

0 1 1 1

0 0 1 1

0 0 0 1

M 

 
 
  
 
 
 

 ,  

the set of amiable words having this Parikh matrix is 
 

{ , }C abac abca
  

 

 

4. SOLVING M-AMBIGUITY USING 

REDUCTION FACTOR 

4.1 Representation of M- ambiguous words 

by Parikh matrix together with an M-

ambiguity reduction factor 
 For any word ζ in ternary sequence one can represent each 

word as repetition of i i ix y z
a b c  where xi = number of a’s 

placed together in the word without intercepted by b’s and c’s. 

yi = number of b’s placed together without intercepted by c’s 

and a’s, zi = number of c’s placed together without intercepted 

by a’s and b’s. So, the representation of a word ζ is 

1 1 1 2 2 2 n n n
x y z x y z x y z

a b c a b c a b c  . The value of i in this type 

of representation is determined by breaking of the sequence 

a’s < b’s < c’s < in the word. For example, let us take a 

ternary word aabbbacc. By the above process this word can 

be written as a2b3c0a1b0c2. After representing the word by 

above method the value of the function 

  2 2 2 2 2 2 2 2 2

1 1 1 2 2 2 n n nR x y z x y z x y z           

 is calculated. The value of R (ζ) for the above word aabbbacc 

is as follows:  

R(aabbbacc)=R(a2b3c0a1b0c2)  

This calculated value R (ζ) is not always the same for the M-

ambiguous words corresponding to a Parikh matrix. Some M-

ambiguous words can have the same value of the function     

R(ζ) but some of them can have a unique value. So those 

words for which R(ζ) take a unique value can be sorted out 

and can be uniquely represented by the Parikh matrix and the 

unique value of  R(ζ). This function R(ζ) is named as M-

ambiguity reduction factor. Along with the Parikh matrix if 

we use this number for every word then the problem of M-

ambiguity can be handled to a great extent. 

4.2 Example of solving M-ambiguity using 

M-ambiguity reduction factor for binary 

sequence 
Let us consider the M-ambiguous words for the following 

matrix  
2

1 5 9

0 1 5

0 0 1

M 

 
 

   
 
 

.  The set of amiable 

words having this Parikh matrix is  

{ , , , ,

, , , ,

, , , ,

, , , }

C bbaabababa bbabaabaab babbaababa babbabaaab

bababbaaba babababbaa abbbabaaba abbabbabaa

bbbaaaabab bbaabbaaab bbabaaabba baabbbabaa

abbbbaaaab abbbaabbaa ababbbbaaa bbaaabbbaa



 Let us find the respective numbers corresponding to the 

sixteen M-ambiguous words one by one.  

0 2 2 1 1 1 1 1 1 0

1

2 2

1( ) 0 2 2 1 1 1 1 1 1 0 4 5

bbaabababa a b a b a b a b a b

R





 

       
 

0 2 1 1 2 1 2 1

2

2 2 2

2( ) 0 2 1 1 2 1 2 1 10 2

bbabaabaab a b a b a b a b

R





 

      
 

0 1 1 2 2 1 1 1 1 0

3

2 2

3( ) 0 1 1 2 2 1 1 1 1 0 5 2

babbaababa a b a b a b a b a b

R





 

       
 

0 1 1 2 1 1 3 1

4

2 2

4( ) 0 1 1 2 1 1 3 1 10

babbabaaab a b a b a b a b

R





 

      
 

0 1 1 1 1 2 2 1 1 0

5

2 2

5( ) 0 1 1 1 1 2 2 1 1 0 5 2

bababbaaba a b a b a b a b a b

R





 

       
 

0 1 1 1 1 1 1 2 2 0

6

2 2

6( ) 0 1 1 1 1 1 1 2 2 0 4 5

babababbaa a b a b a b a b a b

R





 

       
 

1 3 1 1 2 1 1 0

7

2 2

7( ) 1 3 1 1 2 1 1 0 10

abbbabaaba a b a b a b a b

R





 

      
 

1 2 1 2 1 1 2 0

8

2 2 2

8( ) 1 2 1 2 1 1 2 0 10 2

abbabbabaa a b a b a b a b

R





 

      
 

0 3 4 1 1 1

9

2 2

9( ) 0 3 4 1 1 1 3 34

bbbaaaabab a b a b a b

R





 

     
 

0 2 2 2 3 1

10

2 2 2 2

10( ) 0 2 2 2 3 1 8 5

bbaabbaaab a b a b a b

R





 

     
 

0 2 1 1 3 2 1 0

11

2 2 2

11( ) 0 2 1 1 3 2 1 0 2 26

bbabaaabba a b a b a b a b

R





 

      
 

0 1 2 3 1 1 2 0

12

2 2 2

12( ) 0 1 2 3 1 1 2 0 2 26

baabbbabaa a b a b a b a b

R





 

      
 

1 4 4 1

13

2 2

13( ) 1 4 4 1 17

abbbbaaaab a b a b

R





 

    
 

1 3 2 2 2 0

14

2 2 2 2

14( ) 1 3 2 2 2 0 8 5

abbbaabbaa a b a b a b

R





 

     
 

1 1 1 4 3 0

15

2 2

15( ) 1 1 1 4 3 0 3 34

ababbbbaaa a b a b a b

R





 

     
 

0 2 3 3 2 0

16

2 2 2 2

16( ) 0 2 3 3 2 0 12 2

bbaaabbbaa a b a b a b

R





 

     
 

 

Among these sixteen M-ambiguous words two words namely 

13 and 
16 can be represented uniquely by Parikh matrix 

along with the reduction factor  iR   
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4.3 Examples of solving M-ambiguity using 

M-ambiguity reduction factor for ternary 

sequence 
 

Let us consider the M-ambiguous words for the following 

matrix. Let { }a b c     and the Parikh matrix be 

 
3

1 1 0 0

0 1 2 2

0 0 1 2

0 0 0 1

M 

 
 
  
 
 
 

, the set of amiable words 

having this matrix is { , , }C cbbac cbbca bccba . Let 

us find the respective numbers corresponding to the three M-

ambiguous words one by one 
0 0 1 0 2 0 1 0 1

1

2

1( ) 0 0 1 0 2 0 1 0 1 2 2

cbbac a b c a b c a b c

R





 

        
 

0 0 1 0 2 1 1 0 0

2

2

2( ) 0 0 1 0 2 1 1 0 0 5

cbbca a b c a b c a b c

R





 

        
 

0 1 2 0 1 0 1 0 0

3

2

3( ) 0 1 2 0 1 0 1 0 0 5

bccba a b c a b c a b c

R





 

        
 

Among these M-ambiguous words one word 
1   can be 

represented uniquely by Parikh matrix along with the 

reduction factor ( )iR  . Again let us consider the M-

ambiguous words for the matrix 

 
3

1 2 4 4

0 1 3 4

0 0 1 2

0 0 0 1

M 

 
 
  
 
 
 

                                                                                                                  

There are seven M-ambiguous words corresponding to the 

above matrix and these are  

1 2 3

4 5 6

7

, ,

, ,

abbaccb abbcacb abbccab

baabccb baacbbc bacabbc

bcaabbc

  

  



  

  



 

Let us find the respective numbers corresponding to the seven 

M-ambiguous words one by one.  

 

1 2 0 1 0 2 0 1 0

1

2 2

1( ) 1 2 0 1 0 2 0 1 0 5

abbaccb a b c a b c a b c

R





 

        

1 2 1 1 0 1 0 1 0

2

2

2( ) 1 2 1 1 0 1 0 1 0 2 3

abbcacb a b c a b c a b c

R





 

        

1 2 2 1 1 0

3

2 2

3( ) 1 2 2 1 1 0 3 2

abbccab a b c a b c

R





 

      

0 1 0 1 0 0 1 1 2 0 1 0

4

2

4( ) 0 1 0 1 0 0 1 1 2 0 1 0

6

baabccb a b c a b c a b c a b c

R





 

         



0 1 0 1 0 0 1 0 1 0 2 1

5

2

5( ) 0 1 0 1 0 0 1 0 1 0 2 1

2 5

baacbbc a b c a b c a b c a b c

R





 

         


0 1 0 1 0 1 1 2 1

6

2

6( ) 0 1 0 1 0 1 1 2 1 2 3

bacabbc a b c a b c a b c

R





 

        

0 1 1 1 0 0 1 2 1

7

2

7( ) 0 1 1 1 0 0 1 2 1 2 3

bcaabbc a b c a b c a b c

R





 

        
 

Among these seven M-ambiguous words four words namely  

1 3 4 5, , ,      can be represented uniquely by Parikh 

matrix along with the reduction factor  iR  .   

4.4 Example of solving M-ambiguity using 

M-ambiguity reduction factor for tertiary 

sequence 
The following two words 

1 abcddcbadcba   and 

2 abdccbddacba 
 

are M-ambiguous words 

corresponding to the Parikh matrix  

 
4

1 3 4 4 4

0 1 3 4 4

0 0 1 3 4

0 0 0 1 3

0 0 0 0 1

M 

 
 
 
  
 
 
 
 

. Let us find the 

respective numbers corresponding to the two M-ambiguous 

words one by one.  

 

1

1 1 1 2 0 0 1 0 0 1 0 0 1 0 0 1

0 0 1 0 0 1 0 0 1 0 0 0

2

1( ) 1 1 1 2 0 0 1 0 0 1 0 0

1 0 0 1 0 0 1 0 0 1 0 0

1 0 0 0 14

abcddcbadcba

a b c d a b c d a b c d a b c d

a b c d a b c d a b c d

R









          

        

   

 

2

1 1 0 1 0 0 2 0 0 1 0 2

1 0 1 0 0 1 0 0 1 0 0 0

2 2

2( ) 1 1 0 1 0 0 2 0 0 1 0 2

1 0 1 0 0 1 0 0 1 0 0 0

2 30

abdccbddacba

a b c d a b c d a b c d

a b c d a b c d a b c d

R









          

        



 

All these M-ambiguous words can be represented uniquely by 

Parikh matrix along with the reduction factor  iR      

5. CONCLUSION 
Parikh matrix helps in the numerical representation of a word. 

The representation is not unique due to M-ambiguity. In this 
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paper an algorithm is developed, which is meant for finding 

all the M- ambiguous words from a ternary Parikh matrix. To 

overcome the problem of M-ambiguity a function                

M-ambiguity Reduction factor is introduced. This function 

can solve the M-ambiguity property of Parikh matrix to some 

extent. 
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