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ABSTRACT 
Steganography is one of the powerful techniques in data 

hiding. It is the branch of secret communication where the 

cover image is recovered after the embedded data is extracted 

from the stego image. One of the applications of 

steganography is Reversible Data hiding (RDH) and deep 

learning. RDH is the method in which original cover can be 

losslessly recovered after the embedded message is extracted. 

Deep learning models are well known as deep black boxes in 

which the process from the input to the output is very 

complex, and thus the deep learning model for information 

hiding is almost impossible for opponents to reconstruct. An 

attempt has been made to present a Threshold Based 

Reversible Data Hiding (TBRDH) and deep learning by 

creating space before encryption and different metric 

parameters like mean square error, PSNR, SSIM, NAE and 

NCC are calculated for the cover image and reconstructed 

image. 
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1. INTRODUCTION 
Reversible data hiding (RDH) is one of the important and 

successful applications of Steganography. It is the branch 

which deals with covert communication. The word 

steganography is derived from the Greek word stegnos means 

covered or concealed and graphine means writing [1].  

 

 
Fig 1: Steganography Model 

 

Not at all like steganography in reversible information 

concealing mystery messages are inserted into a spread 

picture by marginally changing its pixel esteems and 

concentrate the messages at the recipient end with 

reversibility [2, 3]. The model for steganography is appeared 

in Fig 1.  

The primary standard of information concealing lies in two 

different ways: one is inserting and the other one is extricating 

measure. In the principal case i.e., implanting stage secretive 

data is embedded into spread medium. By doing as such there 

will be alteration in the spread medium. This embedded 

secretive data after changed to the spread medium is called as 

stamped/stego information. In the optional stage i.e., 

extraction stage the clandestine data is extricated from the 

checked/stego information and recoups the spread medium. 

The overall information concealing framework is appeared in 

Fig 2. 

 

 
Fig 2: General Data Hiding system 

Irreversible Data Hiding:- It is the process of embedding 

covert data into the cover medium while at the extraction 

phase only the covert data is extracted but there is a loss in 

cover medium i.e. from stego medium, input cover medium 

cannot completely recovered at the receiver end [4].  

Reversible Data Hiding:- It is the process of embedding 

secret data into the cover medium with extraction of the secret 

data from the cover medium without any loss in the cover 

medium at the receiver end. As there is loss in cover medium 

in irreversible data hiding researchers have contributed their 

work in the field of reversible data hiding and it been 

challenging area for many researchers to provide solutions [5]. 

2. DEEP LEARNING 
Deep learning is one of AI techniques. It comprises of 

progressive organized layers that can interpret input 

information to significant yields in a discovery model. Deep 

learning strategies include wide applications inside various 

research investigation, for example, graphical displaying of 

information, neural systems, parameters streamlining, picture 

investigation, design acknowledgment furthermore, signal 

preparing. Numerous profound learning models in different 

applications depend on the model, proposed by Yann LeCun 

for transcribed acknowledgments by utilizing profound 

directed backpropagation convolutional organize [6].  

Deep neural system is a straightforward ordinary neural 

system with progressively concealed layers with the goal that 

it gets further. The profound neural engineering can be 

considered as the speculation of a direct or on the other hand 

calculated relapse neural system designs. Each neuron is 

enacted in a straight mix of information and a few learning 

parameters, which are trailed by a component savvy nonlinear 

development.  

A neural system design comprises of various layers L of a 

weighted neuron through which enactment is performed. 

Multi-Layer Perceptron (MLP) is a class of feedforward 

neural system with at least two layers between information 
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and yield layers. The feedforward implies that information 

owes one way from contribution to yield layers. The 

backpropagation learning calculation is utilized to prepare the 

MLP. MLP is utilized in numerous applications, for example, 

design classification, acknowledgment, guess, and 

expectation. MLP for the most part takes care of the issues 

which are not directly distinct as appeared in Fig. 3. 

 

 
Fig 3: Deep neural network 

 

In any case, there are elective strategies to prepare an entire 

profound neural arrange start to finish in a directed manner. 

These other option strategies can be better executed by 

specified sort of neural arrange, i.e., the convolutional neural 

system (CNN).  

These days, CNN gets increasingly well known in clinical 

picture preparing what's more, turns into a decent decision for 

the analysts in clinical picture investigation. The 

accompanying subsections clarify the fundamental sorts of 

neural systems and bit by bit usage of the technique with their 

impediments and points of interest. 

 

 
Fig. 4: Deep auto-encoder (AE) 

 

3. REVERSIBLE DATA HIDING 

METHOD 
Data can be embedded into images in two ways: one is 

Creating Vacant Space after Encryption (CVSAE) and other is 

Creating Vacant Space Before Encryption (CVSBE). In the 

primary case there are few limitations: 1) embedded data can 

be completely recovered from the cover medium but there is 

distortion in cover medium i.e. cover medium cannot be 

completely recovered. 2) As embedding capacity keeps on 

increasing there will be increasing distortion at the receiver 

end. To overcome these limitations we create vacant space 

before encryption by taking Threshold value T such that the 

original cover image can be recovered at the receiver without 

any errors and also maintains high embedding capacity with 

improved peak signal-to-noise ratio (PSNR) compared to 

previous methods. From Fig 3, the vacant space is created by 

dividing the image into two regions as X and Y using the 

threshold values. Let T1 and T2 are two different thresholds. 

In general T1 and T2 are selected as 0.25(max 0.35bpp) and 

0.2bpp (max 0.3bpp) respectively so that there will not be 

much degradation of the quality of the image. The threshold 

T1 is for choosing the least significant bit plane for the 

subimage X and the threshold T2 is for replacing pixels in 

image Y with the pixels of X image whose threshold values 

are less than 0.35bpp. The pixels whose threshold values are 

less than 0.35bpp in image X are replaced by embedded data 

that is to be sent from source to destination. 

 

 
Fig 5: Schematic representation of Reversible Data Hiding 

 

Generating Encrypted Images:- To generate the encrypted 

images, first the original cover image is divided into two 

portions as X and Y so as the LSB’s of X are reversible 

embedded into Y using RDH algorithm as shown in Fig 4. 

The LSB planes of X are used to store information bits. 

 

 
Fig 6: Representation of Image partitioning 

 

Let us consider P as original cover gray scale image of 8-bit 

with M x N dimensions and pixels ranging from 0 to 255 and 

let the size of the secret data as Q. Now based on Q the sender 

extracts overlapping blocks. 

 

Image recovery after Data retrieval: - From the stego 

images data can be extracted in two ways:  

 

 Extraction from encrypted images. 

 Extraction from decrypted images.  

 

In the first case, using data hiding key, the three least 

significant bits embedded into the encrypted image will be 

extracted and then the receiver checks the server for updating 

by LSB replacement. It is secured than other methods as data 

is extracted from the encryption images. In the second case 

the sender decrypts the image first and then extracts data from 

the decrypted images. When compared to Second case all the 

changes are done in encrypted stage for embedding and 

extracting data in the first case. 

4. SIMULATION RESULT 
The simulation results are presented by taking test cover gray 

scale images as: “Lena”, “Airplane”, “Barbara”, “Baboon”, 

“Peppers” and “Boat” as in Fig. 7. 
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Fig. 7: Test cover grey scale images for simulation 

 
Embedding Rate (ER) is the secret amount of data to be 

embedded into the cover image per pixel denoted as bits per 

pixel (bpp). The performance metric results are show for all 

the test cover images at different embedding in Table 1. For 

Lena image at embedding rate of 0.1 bpp the encrypted form, 

stego image and recovered images are shown in Fig 8. 

 

 
Fig 8: a) Lena Image b) Encrypted form c) Stego image 

and d) Recovered image 

 

Table 1: Performance metrics at different embedding 

rates 

 

 

 
 

The simulation results are performed using MATLAB on 

windows 8, 64-bit operating system with 4 GB RAM and 1.90 

GHZ processor speeds. From the result it is observed for 

Airplane image the PSNR value is 57.01 dB at 0.05bpp which 

is higher than other cover images because more smooth region 

areas were present in that image. At a bit rate of 0.5bpp 

excluding Barbara image all the other cover images have 

higher PSNR. As Barbara image has complex textures such 

that it degrades the image quality with low PSNR value of 

29.89 dB. For Peppers image since it contains both complex 

textures and smooth regions at an embedding rate of 0.5bpp 

the PSNR value is 35.84 dB which is moderately high 

compared to Barbara image. When compared to the other 

reference images for Lena image 2-3 dB of the PSNR value 

was increased at different embedding rates. As Boat and 

Airplane images have more smooth blocks so that data will 

easily be retrieved and at an embedding rate of 0.05 bpp the 

image quality will be improved with PSNR of 57.01 and 

56.74 dB. 

5. CONCLUSION 
By reserving space before encryption and embedding data into 

the images better performance is achieved in terms of PSNR 

at various embedding rates. Also data is extracted from stego 

image which is free from errors with PSNR ≥ 35.84 dB by 

reducing the normalized absolute error with minimum 

structural similarity index of 0.98.  

For Lena cover image at an embedding rates of 0.1, 0.2, 

0.3,0.4 and 0.5 bpp the percentage improvement in PSNR are 

4.72 %, 4.70 %, 2.47 %, 1.50 % and 1.20 % in comparison 

with RRBE method. 
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