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ABSTRACT

Online personalized advertisements on a smartphone have shown
a great impact on both user experience and advertiser income.
This type of personalized advertising is possible due to existence
of easily traceable features when user is online. Online advertis-
ing agencies such as Google AdSense can determine appropriate
ads for a particular user based on their behavior on the internet.
Therefore, these advertising agencies inherently depend long in-
teractions between user and the device to get a decent ad rec-
ommendation. This paper focuses on interactions of users with
electronic devices which are very short and need-based. Exam-
ples of these devices would be gaming arenas, selfie stations in
malls or self check-in booths at the airport. The paper through-
out considers these types of interactions as “offline” since there
is no way to track user’s behavior here like it is possible in “on-
line” scenario. Main objective of the paper is to discuss chal-
lenges in recommending ads in offline interaction scenario and
develop methods to overcome these challenges. Finally, the paper
presents a method to recommend ads using fashion based features
with the help of computer vision and demonstrates its working.

General Terms

Personalized Advertising, Computer Vision

Keywords

Deep Learning, Power Efficient Machine Learning, Computer Vi-
sion, Personalized Advertising, Computer Vision in Embedded
Systems

1. INTRODUCTION

All businesses exist to make profit. Advertisements are often a
means to attract consumers towards the business. Thus advertising
plays an imperative role for both manufacturers and consumers.
Typically businesses use service of Ad agencies to promote their
products and services. With the widespread of internet, advertising
has moved online as well. Major tech companies such as Google,
Instagram, Facebook provide means to promote a business on-
line. These companies typically promote ads on commonly visited
places such as popular websites, mobile apps, games, TV shows in
the smartphones, browsers, TVs or other personal electronic appli-
ances.
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1.1 Offline vs Online Advertising

Online advertising can be defined as "the act of recommending ads
to users based on traceable features which rely on use of one or
more personal electronic devices typically connected to and trace-
able via the internet”. Online advertising is a cost efficient solution
for most businesses today. For example, whenever a new CPU /
GPU / computer hardware is launched, it’s easy to find out a group
of users on social media who have previously browsed technical
content related to computer hardware.

However, advertising in some specific domains such as fashion re-
lies on the taste of the user rather than their browsing history. For
example, fashion advertisements in places such as malls, airports
etc. relies highly on the assumption about the target audience vis-
iting the mall. Typically, a large amount of money is spent in de-
termining the ads suitable for placements at these types of places.
Even then, the determined ad may not be optimal and consumers
may often see ads not relevant to them. The paper will classify such
advertising under “offline” advertising.

1.2 Personalized Advertisements

Adbvertisers can deliver personalized advertisements to the users by
observing specific traits in the consumer. In online advertising sce-
nario, these traits are derived from browser history, cache, device
specification, location etc. These types of personalized advertise-
ments have shown to be very effective [9]. It is observed that about
40% of the consumers end up clicking on ads that are personalized
for them. (Depending on the industry, the click rate or “in-target”
rate varies) This confirms that personalized advertisements are in-
deed more effective in capturing the correct audience.

1.3 Proposed Solution

Learning from personalized advertisements, the paper proposes a
system to enhance the offline advertising. The key principle be-
hind the personalized advertising is to “’perceive” the user in or-
der to show relevant ads. In terms of online advertising, the act
of perceiving” is based on user’s browser history, location, age
etc. However, in terms of “offline” advertising (as defined above),
the options to “’perceive” the users are very sparse. Typically mall
management or airport authorities decide what ads to show on the
electronic devices mentioned previously. If this decision is not au-
dience centered, the advertiser loses out on most of the potential
consumers.



To overcome these shortcomings, the proposed system provides a
means of “perceiving” the consumer to offline advertisers in some
specific situations. The proposed system uses enhances in computer
vision as primary means of “perceiving” the user. Following de-
scribes the rough workflow of proposed solution:

—Capture the image of the consumer

—Extract a set of pre-decided features (such as clothing style, ap-
proximate age and gender etc.)

—TFeed these features to a recommender system to get a set of rel-
evant ads

—Display the advertisements in the “most-relevant” to “least-
relevant” fashion.

1.4 Scope

Although the proposed system cannot enhance all means of offline
advertising, the paper demonstrates that the proposed system can
prove to be useful in scenarios where the user interacts with an
electronic device for about 1-2 minutes. These include self check-
out stations at airports, arcade games at malls etc.

2. CHALLENGES

When designing such a system, following challenges must be
faced:

2.1 Data Security and Privacy

The proposed system involves a camera to capture images of the
user. In most countries, doing so would need a permission from
user to store or send this image over the network. Therefore, in the
proposed system all the computation needs to be done on-device.
In fact, the stored stream of image should never even leave memory
(i.e. should not be stored locally on the file system either). In other
words, the system must entirely run within RAM.

2.2 Compute Limitations

The proposed system uses latest advents in deep learning and com-
puter vision to extract fashion related attributes given image of
the user. Typically these models need a lot of compute to work
real time. This means without any optimizations, the targeted busi-
nesses would need to own, and more importantly maintain expen-
sive computers (including critical components such as expensive
GPU) at their ends. In general, this is a not a great design choice
and hence all the deep learning models must be optimized to run
on low compute devices as much as possible.

2.3 Easy to Operate

As discussed above, the targeted businesses would not prefer to
have complicated compute machinery along with their devices. For
example, it would be really awkward for a self check-in booth at the
airport to have a 5008 GPU to perform real-time calculation. Other
than cost, it is also difficult to maintain such system. Therefore, the
proposed system should be robust and easy to operate.

2.4 Fair Machine Learning Models

Many machine learning models show a tendency to overfit on cer-
tain type of attribute. This leads to the model being unfair to people
of certain races or gender. A thorough analysis should be done be-
fore deploying any machine learning model to make sure that the
proposed system is fair to all.
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3. RELATED WORK
3.1 Fashion Detection

Fashion detection is the heart of the proposed system. This is basi-
cally a multi-class classification problem where each class denotes
the specific fashion attribute. A variety of deep learning classifier
architectures (such as [8]], [13], [10]) are available for classification.
In the proposed system, authors tried various architectures to pick
the best one for the problem.

3.2 Data

Data from single source can be implicitly or explicitly. It is sug-
gested to use data from multiple datasets in hopes to cancel out
bias from single data source. In particular, the authors reviewed
pedestrian attribute datasets [14] and selected a subset of features
from multiple datasets for demonstration later. A detailed overview
of the pedestrian attribute datasets is available in Table 1 of [[14].
Paper omits detailed comparison in favor of not repeating the work.

3.3 Model Compression and Optimizations

The proposed system plans to leverage deep learning, specifically
convolutional neural networks [11] to extract features from the cap-
tured image. These models tend to be very heavy to compute effi-
ciently on mobile devices. Several approaches have been thought
of to compress model size and reduce model parameters. Table [1]
compares main approaches for the same. In practice, authors found
out that performing distillation first and then performing other op-
timizations such as parameter pruning/sharing, weight quantization
or low rank factorization was most effective.

It is also incredibly expensive to run even compressed and op-
timized neural network on every single frame captured by the
camera. Instead, pose detector methods such as OpenPose [7] or
Lightweight OpenPose [12] can be used to detect if a person is ac-
tually walking towards the camera or just passing by. The ability
of OpenPose to give scaled inference allows the system to approxi-
mate the distance of the person from camera. This enables the sys-
tem to approximate the direction and distance of the person w.r.t
camera. Note that this is not the recommended way to correctly
predict person’s position w.r.t camera, but it is fast enough for the
application.

4. COMPUTE PLATFORMS

Selecting a proper compute platform for this type of system is cru-
cial and also a difficult question to answer. Paper reviews some
of the most popular low power single board compute platforms
easily available in the retail market. The results of this compari-
son is available in table 2] (The column “OSS Support” refers to
”Open Source Software Support”) Despite being a specially de-
signed board with DSP (Digital Signal Processing) cores, it is dif-
ficult to write custom neural network software for the BeagleBone
Al board due to lack of any open source library to effectively com-
municate with it.

5. FORMAL SYSTEM DESCRIPTION

The proposed system is divided into 5 modules for better under-
standing and development. The system can be readily integrated
with an existing kiosk or targeted ad device as shown in the figure
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Fig. 1: High level working of the proposed system

Approach

Description

Applications

Details

Parameter pruning and sharing

Reduce parameters which are
less senstitive towards perfor-
mance of the model

Convolutional layers and Fully
connected layers

Robust to multiple different set-
tings, achieves decent perfor-
mance, can be applied on pre-
trained models or during train-
ing phase itself

Low-rank factorization

Using tensor decomposition to
figure out informative parame-
ters

Convolutional layers and Fully
connected layers

A stadardized pipeline that is
easy to implement. Supports
both pretrained models or train-
ing from scratch

Transferred / Compact Convo-
lutional Filters

Designing special structural
convolutional filters to save
parameters

Convolutional layers (only)

Applications using “Fully Con-
volutional Layers” can be ben-
efitted. Only allows training
from scratch

Knowledge distillation

Learning a compact neural net-
work that learns to mimic big-
ger, complex network by mini-
mizing (typically ells) distance
between outputs of both net-
works

Convolutional layers and Fully
connected layers

Model performance is highly
sensitive towards application
and network architecture. Only
supports training from scratch

Table 1. : Summary of various approaches used for model compression and acceleration

5.1 Camera Module

5.2 Frame Selection Module

Responsibility of this module is to capture a fixed number of frames
(say n) frames using the camera sensor and store them at predefined
location in memory. These frames will be automatically overridden
after m clock cycles. Values of n and m will be pre-decided.

This modules selects an appropriate frame for passing to the feature
extractor module. Metrics such as pixel signal-to-noise ratio can be
used to rule out particularly noisy frames. On the remaining frames,
pose estimation is performed to select the optimal frame for next
module.
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Single Board Com- | CPU GPU RAM Operating Power OSS Support
puter
Raspberry Pi 4 [3] Broadcom 2711 | Broadcom Video- | 4GB S5V@3A (usb-c) Excellent
(4xARM Cortex | Core VI
A72)
Rock64 Media | Rockchip RK3328 | Mali 450 MP2 4GB 5V@3A (barrel | Good
Board [4] (4xARM  Cortex- connector)
A53)
PINE A-64 LTS [6] | Allwinner A64 | Mali 400 MP2 2GB 5V@3A (barrel | Good
(4xARM  Cortex- connector)
AS53)
BeagleBone Al [2] Ti Sitara | PowerVR SGX544 1GB 5V@3A (usb-c) Limited
AMS5729(2x ARM
Cortex-A15)
Odroid C2 [3]] Amlogic S905 | Mali 450 MP2 2GB 5V@3A (usb-c) Limited
(4xARM  Cortex-
AS53)

Table 2. : Overview of popular embedded single board computers

Core logic
of the device

Target Ad Device
such as self
checkin kiosk or
an arcade game
at the mall

1. Camera Module
2. Frame Selector Module
3. Feature Extraction Module
4. Ad Search Module

5. Display Unit

Fig. 2: High level working of the proposed system

5.3 Feature Extractor Module

This module will be a convolutional neural network which outputs
an N dimensional feature vector as its logits. In the proposed sys-
tem, logits consist of different types of variables as opposed to sin-
gle type of variable for most image classification tasks (image clas-
sification tasks involve predicting class probabilities, which are all
numeric variables (ranging from 0-1) and thus traditional loss func-
tions such as cross entropy loss can be used to train them end-to-
end). Since logits in the proposed system may include numerical
variables such as age (can range from 5-00) along with categori-
cal variables such as carrying_bag, the optimization problem is
slightly different and difficult.

5.4 Ad Recommendation Module

The role of this module is to present n relevant ads given the NV
dimensional feature vector. This primarily relies on learning the
mapping between feature vector and advertisements. The easiest
way of doing this would be to statically link all the possible feature
vector combinations to a list of ads. However, this easy approach is
very tedious and time consuming. A realistic implementation can
start with the static linking algorithm. With the increase in scale,
this mapping can be improved by relevance feedback algorithms
such Rocchio algorithm.

5.5 Inter-Module Communication and Data Flow

Shown as a diagram in figure[3]
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Fig. 3: Communication Interfaces and Data Flow Diagram

6. EXPERIMENTATION

Authors use a Raspberry Pi 4B with 4GB RAM to conduct all
the experiments. A ResNet50 [8] is trained on the collected data
and then knowledge distillation is performed to get distilled/student
model. The student model architecture used is MobileNet V2 [13].
The Ad Recommendation system currently has few hard-coded val-
ues and then some changes based on the manual feedback given.
OpenPose Light [12] is used for detecting poses. In addition to
these following environmental optimizations were done:

—Using Ubuntu 20.04 64 bit server (no GUI)
—Using C++ instead of Python to rule out interpreter delays

—Using ARM NEON instruction set (SIMD) [1]] for better perfor-
mance in deep learning operations

—Preloading and memory pinning for faster access to models in
the memory

To use the neural network models in C++, armnn compute library
with ONNX model spec was used. The video demo of the proposed
system in action is available athttps: //youtu.be/WhKUI_4dASw.
Final selection of fashion based features were:

(1) carrying_bag (refers to cross/shoulder bag) (binary at-
tribute)

(2) carrying_backpack (binary attribute)

(3) carrying_handbag (binary attribute)

(4) lower_body_cloth (categorical attribute)

(5) length_lower_body_cloth (categorical attribute)
(6) wearing_hat (binary attribute)

(7) wearing_glasses (binary attribute)

(8) cloth_pattern (categorical attribute)
(9) cloth_color (categorical attribute)
(10) cloth_type (categorical attribute)

Additional attributes such as age, gender and hair_length (all
categorical) which are not explicitly related to fashion were also
inferred.

Overall, the system does following things:

—Detect if a person is walking by - Try to predict pose of the per-
son using a pre-trained neural net (OpenPose Light [12]) and see
if the person stays in frame for more than 2.5s (this timeout can
be customized). The system saves the frame where the area of
the predicted pose is maximum. (Figure [4a] shows output after
step 1)

—Extract fashion attributes from the saved frame - Run the fashion
classifier network on the frame saved in previous step. (Figure
[&5] shows output after step 2)

—Recommend ads - Pass the fashion attribute vector to the recom-
mendation system to get recommended ads. Currently the system
fetches top 3 ads. (Figure fic|shows output after final step)

The recommendation system returns top-7 ads for the correspond-
ing feature vector. The system outputs these ads concatenated to
each other for the sake of experimentation.

7. DISCUSSION AND CONCLUSION

The paper analyses and defines challenges in offline personalized
advertisements. The paper also proposes a novel method for of-
fline personalized advertisements with the help of computer vision
and machine learning. Authors successfully demonstrate working
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(a) Demo: Step 1 output

of the proposed system through experimentation. Mobile Ad de-
velopers such as Google AdSense or Facebook Ads can also use
the presented approach to show ads even when the user is offline
on mobile phones. While the paper successfully demonstrate the
working of the proposed system, following things can be worked
upon as a part of future work:

—-Collecting more data with diverse fashion attributes - This will
allow the fashion feature extractor network to be more robust to
real world data.

—Incorporating emotion recognition as a traceable feature - Emo-
tion recognition will help deploying offline ads when the user is
extremely close to the camera (e.g. smartphone camera).

—Handling multiple users case - There could be multiple users
waiting in line to use the targeted ad device. A sophisticated ap-
proach for handling this case can also be though of.
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