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ABSTRACT 
A network is a set of devices, which are connected by media 

links. These devices may be called as nodes. A node can be 

computer, printer, or any other device, which may send and / 

or receive data generated by other node on the network. In 

distributed network, the task is divided among multiple 

modules and there are multiple processors so it looks like a 

virtual uniprocessor. The allocation of tasks in distributed 

network has an important role to the evaluation of the 

performance of these networks. This paper describes an 

efficient task allocation method for distributed network. It is 

based on the cost for the execution of the tasks to the various 

processors and also the communication amongst the tasks. In 

the almost all real world problem, the number of tasks is more 

than the number of processors of the distributed network.  
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1. INTRODUCTION 
In the distributed network services are provided by the 

network reside at multiple sites. Instead of single large 

machine being responsible for all aspects of process, each 

separate processor handles subset. In the distributed network 

the program or tasks are also often developed with the subsets 

of independent units under various environments. It has drawn 

tremendous attention in developing cost-effective and reliable 

applications to meet the desired requirement.  

The main research problem for such networks is the allocation 

problem, in which either processing time or cost is to be 

minimized or reliability is to be maximized of the networks. 

These problems may be categorized as static [4, 8, 11, 12] and 

dynamic [1, 14, 17, 19] in nature. Some of the other related 

methods have been reported in the literature, such as, Integer 

programming [15, 18, 20, 21], Reliability optimization [2, 7, 

16] and Modeling [3, 5, 9, 10, 13]. The series parallel 

redundancy-allocation problem has been studied with 

different approaches, such as, dynamic programming [1, 14, 

19] and Integer programming [6, 15].   

2. OBJECTIVE 
The objective of the present research paper is to enhance the 

performance of the distributed network by using the proper 

utilization of its processors. A set of tasks have to be 

processed by the processors of the network, while the number 

of tasks are more than the number of processors of the 

network. Performance is the measure in term of cost of a task 

that have to process on the processors of the network and 

these have to be optimally processed i. e. cost to be 

minimized.  

3. TECHNIQUE 
To evaluate the optimal cost for each task through optimal 

allocation, initially concentration should be on those tasks that 

have the highest probability of their communication. By 

finding out the highest communication among tasks, on fusing 

the corresponding elements of tasks. Addition of all the 

elements of kth row and lth row reduces the matrix for each 

task in to a square matrix. Now the problem remains to 

determine the optimal cost through the allocation strategy by 

considering either task processing based on cost for all 

modules to individual processor(s) for each task. For 

allocation purpose a modified version of row and column 

assignment method proposed by Kumar et al [12] is employed 

which allocates all the modules of a task to a processor 

optimally. The function for obtaining the overall processing 

cost [Pcost] is as follows: 
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4. ALGORITHM 
Step 1:  Start Algorithm 

Step 2: Input the matrix for Processing Cost (PC) i.e, PC ( ). 

Select cost data corresponding to each task as per requirement 

Step 3: Input the Communication Matrix CM ( ) 

Step 4:   Sort the upper diagonal elements of communication 

matrix in ascending order without changing their position in 

matrix 

Step 5: Fuse the task in PC ( ) matrix according to the 

sorting order of   CM ( ) to make the effectiveness matrix 

square 

Step 6: Find the smallest element of each row and replace it 

with zero 

Step 7: Find the smallest element of each column and 

replace it with zero 

Step 8:  Count the zero(s) in each row 

Step 9:  Mark the row(s), which have single zero 

Step 10: Mark the column, which have single zero 

Step 11:   Go to the row(s), which have more than single zero. 

Now select any one zero and cross the leading zero(s), which 

are in same row and column 
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Step 12: Mark the assignments 

Step 13: Count the total assignment 

Step 14: If total number of assignment < order of matrix 

   Go to Step 15 

  Else 

   Go to Step 22 

Step 15: Mark the rows for which assignment have not been 

made 

Step 16: Mark column that have zeros in marked rows 

Step 17: Mark rows that have assignment in marked column

  

Step 18: Repeat Step 16 & Step 17 until chain of marking 

ends  

Step 19: Draw the minimum number of lines through 

unmarked rows and marked columns to cover all zeros 

Step 20: Select the smallest element of the uncovered 

elements and replace it by zero. Also add this element to 

positions at which lines intersect to each other only 

Step 21: Go to Step 9   

Step 22: State processing cost  

Step 23:   End Algorithm 

5. IMPLEMENTATION 
Here, it is considered that the processing of the tasks based on 

the cost constraints. Further it is also noted that the number of 

tasks are more than the number of processors in the 

distributed network. On considering an example consisting of 

a set T = {t1, t2, t3, t4, t5} of 5 tasks and 3 processors are 

available in the distributed network to process the tasks that 

are represented by the set P = {p1, p2, p3}. This problem is 

shown in Fig 1. 

 

 
Fig 1: Unallocated task – processor combination 

 
The processing cost (c) of each module of every task on 

various processors are known and mentioned in the 

Processing Cost (PC) matrix, namely, PC( ): 

 

 p1 p2 p3 

t1 130 140 150 

t2 110 90 130 

t3 90 80 140 

t4 80 150 160 

t5 170 120 150 

 
The communication period amongst each task has also been 

considered and it is mentioned in the following 

Communication Matrix (CM), namely, CM ( ): 

 

The matrix CM ( ) is as:  
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There are five tasks, so that on the basis of highest 

communication, the tasks t1 & t4 and t2 & t5 are fused 

together to reduce the matrix into square matrix. The resulting 

matrix is as: 

 p1 p2 p3 

t1*t4 210 290 310 

t2*t5 280 210 280 

t3 90 80 140 

 
The results of the allocations based on cost for the tasks are 

obtained after implementing the row & column assignment 

process as suggested by Kumar et al [12], as mentioned in the 
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Table 1. 

Table 1: Time based Allocation for tasks 

Processors Tasks 
Processing  

Cost 

Overall  

Processing 

Cost 

p1 t1*t4 210 

560 p2 t2*t5 210 

p3 t3 140 

The overall task allocation is shown in the Fig 2. 

 
Fig 2: Allocated Tasks 

 
The overall task allocation graph along with processing cost is shown in Fig 3. 

 
Fig 3: Allocated Tasks 

 

6. CONCLUSION 
Present paper chooses the problem in which the number of the 

tasks is more than the number of processors of the distributed 

network. The model addressed in this paper is based on the 

consideration of processing cost of the task to the various 

processors. The communication period amongst the tasks is 

also used. The method is presented in algorithmic form and 

implemented on the several sets of input data to test the 

performance and effectiveness of the algorithm. As it is the 

common requirement for any assignment that the tasks have 

to be processed with minimum cost, so this paper allocates the 

tasks with an efficient manner. 

It is known that, the analysis of an algorithm is mainly focuses 

on time complexity. Time complexity is a function of input 

size ‘n’. It is referred to as the amount of time required by an 

algorithm to run to completion. The time complexity of the 

above mentioned algorithm is O(m2n2). By taking several 

input examples, the above algorithm returns results which are 

mentioned in Table 2. 
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Table 2: Time Complexity Calculation Table 

No. of processors 

(n) 

No. of tasks 

(m) 

Optimal Results 

3 4 144 

3 5 225 

3 6 324 

3 7 441 

3 8 576 

4 5 400 

4 6 576 

4 7 784 

4 8 1024 

4 9 1296 

5 6 900 

5 7 1225 

5 8 1600 

5 9 2025 

5 10 2500 

 
The graphical representation of the above results are shown by Fig 4, Fig 5 and Fig 6,  

 
Fig 4: Complexity Chart for 3 processors 

 

 
Fig 5: Complexity Chart for 4 processors 
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Fig 6: Complexity Chart for 5 processors 
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