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ABSTRACT 

The enhancement of speech aims to maximize the quality of 

speech by utilizing HTA (Highly Training Algorithm). The 

main aim of enhancement is to maximize the intelligibility or 

perceptual quality of the speech signal data. We represent 

HTA, aimed at fast removal and very effective of background 

noise from the signal-channel of speech signal data based on 

analytically determined output-weights and randomly 

selected-hidden units.  The feature learning with HTA may 

not be effective for the natural signals, even with the larger 

number of the hidden nodes, C-HTA (Classified Highly 

Training Algorithm) are employed by leveraging the sparse 

auto-encoders. This work is mainly to apply C-HTA and HTA 

to enhance the speech-signal data. The proposed HTA is 

evaluated on Aurora database at three SNRs. We also 

compare our introduced algorithm with many state-art-

methods.  
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1. INTRODUCTION 

Presently, the transmission of speech signal from one device 

to another is been designed very well and largely utilized as 

an applicable tool for interacting with others because of its 

portable behavior. Anyways, the speech transmission of 

devices is undoubtedly affected by changing the surrounding 

noises. Many SEA (Speech-Enhancement-Algorithm) have 

been researched in recent decades for resolving the removal of 

surrounding noises because of their understanding purpose 

[1]. SE, the operation of enhancing perceptual features of 

sound spoiled by additional noise is a concept that has gained 

attention of processing of speech signal from many years. SE 

is utilized in every latest communication device. It is general 

that when speech signal is sent, the quality of it may be 

spoiled because of surrounding noises from where it is going 

through. Few of the surrounding noise cause the degradation 

of the speech quality of sent along with acoustic addition 

noise, white Gaussian noise or acoustic reverberation. It is a 

necessary element in the transmission process. It enhances 

speech signal and minimizes noise; it is utilized in various 

domains such as help in listening and other utilities like cell 

phones, hearing aids, tele-conferencing devices, and voice 

interaction devices. SE is nearly associated to restoration of 

the speech as it rebuilds and restores the speech after getting 

spoiled [2]. Anyways, there is a small vary between SE and 

restoration of speech. Speech restoration is used to transform 

the noisy signal into the original signal i.e. before additive 

noise. Whereas SE is used to improve the original signal. 

Furthermore, an original degraded signal can be enhanced but 

cannot be restored. The motive of SEA is to enhance 

perceptual features of speech data, which is spoiled by 

additional noise like intelligibility or complete quality with 

motive of minimizing problem of the listener [3]. SE can be 

utilized in various configurations like in places with 

interrupting background noise on noisy roads, buildings or 

streets at the places where automobiles are passing. These 

interrupting noises spoil the quality of original signal in a way 

where no clean signal is remained. There are different kind of 

noise that cause degradation of original speech data. Few of 

the following techniques are wiener filter, MMSE, log 

MMSE, spectral subtraction and decision direct methods used 

for minimizing the noise [5]. These old methods were mainly 

designed with the help of less amount of a priori details 

regarding noise and speech. Thus, they use to produce limited 

performance of improvement, particularly when the speech is 

degraded by additional noise like under minimum input SNR 
or non-linear noise conditions. 

To resolve these constraints, method of machine learning is 

used to SE operation and represented very good performance 

in previous years. NMF technique is one of the SE technique, 

example [4] that decomposes a provided matrix into activation 

and basis matrix with positive elements. In a supervised 

infrastructure, the source vector of sound speech and sources 

of noise are gained a priori from learning data, and then 

utilized while improvement steps. In past few years, DNN 

(Deep-Neural-Network) techniques have obtained more 

attention, and got various usages like classification of image, 

speech recognition automatically and improvement of speech 

quality [5]. DNN has gained achievement in image and speech 

recognition after Hinton proposed in year 2006. Later, DNN 

based SE got too much attention due to its capability of 

complete research on the nonlinear relation among clean 

speech and noisy speech by training offline that advantages 

from huge datasets. Or else, it is proven that the technique 

ignores the local optimization and de-noise efficiently. A 

DNN based SE structure [6] came up, where spectrum of log-

power was trained as features of speech and the task of DNN 

was to map function to obtain clean speech signal from the 

noisy signal. Supervised DNN learning targets at assuming 

the non-linear function for mapping, given with biases and 

weights of hidden layers of operating network that compares 

the input and output features. Different DNN infrastructure 

like feed-forward DNN [5], deep auto-encoder [6], and CNN 

(Convolutional-Neural-Network) [7] was been used for SE. In 

[10], author introduced a DNN based on regression for 

improving the quality of the speech. A function for mapping 

is implemented in middle of the clean and noisy features. 

Various hidden layers are used for evaluating the SNR. In 

[11], an ILMSAF (Improved-LMS-Adaptive-Filter) integrated 

with DNN for improving the speech quality. DBN (Deep-

Belief-Network) is used to predict the coefficients of adaptive 

filter and the improved speech is obtained via ILMSAF. 

Reinforcement training can be utilized for enhancement of 

huge amount of training datasets of DNN. The cochlear 

implant is implemented depending on the DNN application 

utilized for improving the quality of the speech. In [12], 

author done the improvement of the speech using DNN 
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having three hidden layer. Improvement of audio and video 
can be performed using DNN. 

In our work, we are developing a novel technique 

Enhancement of Speech Signal Data based on effective and 

unique of HTA, which is highly good generalization, fast 

training and capability of the classification/approximation. 

The HTA are very suitable for wide range of feature-mapping 

applications. We deploy the Enhancement of Speech Signal 

Data with C-HTAs. This work is mainly applying C-HTA and 

HTA to enhance the speech task. To estimate the capability of 

noise reduction of C-HTA and HTA, we conducted the 

experiments on Aurora databases [15]. The rest of the paper is 

organized in such a way that section-2 represents related 

work, section-3 represents HTA/CHTA based enhancement of 

speech signal data. Section-4 shows our experimental 
outcomes and finally conclusions are discussed in section 5.  

2. RELATED WORK 
SEAs (Speech-Enhancement-Algorithms) can be divided into 

two important sections, known as processing of the speech 

techniques and training of data techniques. In this section, we 

will study on both techniques. Initially, the SE issues will be 

represented more generally via the speech signal restoration 

technique. After that, we will study about training the data 

techniques. 

2.1 Conservative Speech Signal Rebuilding 

Techniques 
SEAs consist of modification of speech signal added with 

noise into speech signal domain to obtain the required clean 

speech. A noisy signal       is combination of additional 

noise      and clean signal     . 

                 (1) 

Here   is the index of time. STFT (Short-Time-Fourier-

Transform) is performed on noisy speech to obtain the phase 

and frequency factors. By performing STFT, the speech is 

separated into small frames with the help of windowing 

function       . The alternative STFT speech can be 
represented as  

                       (2) 

Here       ,        , and        are the  th bins of frequency 

for clean, noisy, and additive noise signal of  th frame, 

respectively, with respect to the frequency      . 

Where       
      

 
             . The motive of noise 

minimizing is to obtain      signal from       signal. For 

rebuilding the speech signal, a gain function           is 

predicted based on the evaluated posteriori and priori SNR 

statistic. The improved speech signal         is gained by 

refining         by          . The phase factor of noisy 

signal is copied and utilized to make the phase of improved 

speech signal. A reverse STFT known as ISTFT (Inverse-

STFT) is used to transform                           and 

phase factor for getting the improved signal   . 

2.2 Training of the data techniques: 
 Factorization of Non-negative Matrix (FNM): 

The improvement of speech signal based on FNM 

(Factorization of Non-negative Matrix), a speech signal’s data 

in matrix form           having   number of bins of 

frequency and   number of frames of the signal is represented 

on the space, which is linear integration of vector sets    
            . Here, 

                                             

Where,         and         represents the weight matrices 

of noise and clean signal, respectively, and, 

            
  
         

     
  
         

 
         

                      

Here,                          are the amount of training 

vectors w.r.t clean signal and noise. And,         and         

represents the matrices of trained coefficient with respect to 

clean signal and noise. FNM approximation is obtained with 

the help of two different minimizing conditions:  

(i) The minimum square condition to reduce            
         based on        and      ; 

(ii) The universal KL (Kullback-Leibler) divergence to 

reduce                         . 

At the training stage of speech signal improvement, FNM is 

used individually on noisy data and clean data, where 

evaluation of magnitude for noise (        ) and clean signal 

(        ) are performed. Then, the distance of Euclidean 

between factored matrices and magnitude spectrum is reduced 

by the following modification rule:  

     
      

 
                  

                            
 

 

      
       

 
                 

                           
 

 

 

 

 

(3) 

In the improvement stage, a speech signal gain is 

considered and the improved speech signal is gained as 

                          (4) 

 

Here, the function of gain           is equated with the help 

of particular optimality conditional and statistical model. 

3. PROPOSED METHODOLOGY 
The Highly-Training-Algorithm (HTA) is used for one-layer 

feed-forward networks, which gives an effective and rapid 

training process that does not need huge refinement of 

parameters. 

3.1 Single Highly Training Algorithm 

(HTA) 
In One-Layer Feed-forward Networks (OLFNs), the biases 

and weights of the input in hidden layer can be selected 

randomly to train   different cases. Where   different cases is 

of         . Here,                       
         

 

   and                   
         

   , the result of 

on-layer feed-forward networks can be given as: 



International Journal of Computer Applications (0975 – 8887) 

Volume 174 – No. 24, March 2021 

3 

               

       

 

                 

        

 

(5) 

Here,           is the function of activation used in training 

hidden layers,                       
         

    is the 

weight vector between input and  -th hidden node,       is the 

bias of  -th hidden node, and 

                          
             is the weight 

vector between the  -th and output nodes.         is the total 

amount of hidden nodes. For the  -th vector of input, a 

standard OLFN targets to produce zero error, represented as  

               

 

   

   

 

(6) 

 

The equation (6) can be simplified as given below, 

              (7) 

Here, 
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(7.

1) 

The weight matrix of output      is evaluated by simplifying 

as given below, 

                     (8) 

Here,               is the pseudo-inverse of the matrix 

       that can be evaluated using orthogonal projection 

techniques. For example, 

              
               

                        here         

                 must be non-single. 

3.2 Classified Highly Training Algorithm (C-

HTA) 
Using DNNs concept, where the extraction of the features 

with the help of multi-layer infrastructure along with invalid 

initialization, HTA was further extended and introduced C-

HTA for more than one layer perceptron’s (learning binary 

classifications). The architecture of C-HTA is shown in 

figure-1. The C-HTA techniques has two levels, one is 

unsupervised extraction of features and another one is 

supervised regression of the features. In extraction of 

unsupervised features, features that are high level are 

extracted with the help of auto-encoder based on HTA by 

assuming every single layer as separate layer. The input data 

is given to HTA feature space for extraction of features, for 

the purpose of making utilization of information from learning 

data. The result obtained from unsupervised extraction of 

features level is given to supervised regression of features 

level as input for obtaining the result depending on the 

training from both the levels. 

 

Figure 1: Architecture of C-HTA 

3.3 Speech Improvement using HTA and C-

HTA 
In this, we explain the usage of HTA and C-HTA for the 

framework of regression to improve the speech. Figure-2 

shows the architecture of the implemented speech improving 
method based on HTA/C-HTA.  

 

Figure 2: Overall Architecture of implemented speech 

improving method 

The main operation is to utilize HTA/C-HTA framework to 

convert noisy audio speech into clean audio speech. The 
complete framework has offline and online levels. 

In offline level, a collection of noisy-clean audio speech sets 

is made. The clean and noisy audio speech signals are 

transformed into frequency domain using Short-Time-Fourier-

Transformation to differentiate the phase and frequency parts 

of the speech signal. The LPS (Logarithm-Power-Spectra) of 

clean and noise speech signal are then assigned at the output 

and input sides of HTA framework, respectively. Mainly, the 

aim of HTA/C-HTA framework is to rebuild the clean 

spectrum from the spectrum of noise by reducing the error of 
reconstruction. For example, 

            
 

 
 (9) 

Here    is the assumed speech spectrum and   is the reference 

clean speech spectrum. Based on HTA methodology, any 

linear target function can be assumed 

as                      
     , here       and       are 

the  -th Logarithm Amplitude Vectors of the assumed clean 

spectrum and input noisy spectrum, respectively. The 
correlation in equation (5) can be represented as below: 

                 

       

   

                          

 

(10) 

Here,     is the weight vector, bias is represented as       and 

output weight vector is given as      for  -th hidden neuron 

(node). The correlation in equation (7) can be simply written 

as,  

               (11) 



International Journal of Computer Applications (0975 – 8887) 

Volume 174 – No. 24, March 2021 

4 

Here,        is the final layer of hidden layers, output 

weight is given as      and the assumed speech spectrum is 

represented as   , represented as: 

       

 
                                                           

   
                                                           

 

         

 

      

    
         

           

          
         

 

         

  

 
              

        
              

 

   

 

 

 

 

 

The alternative matrix of output weight for the assumed 
speech spectrum can be evaluated as, 

                       (12) 

Here,               is the pseudo-inverse of the matrix 

       that can be evaluated using orthogonal projection 

techniques, output weight matrix is represented as      , and 

assumed speech spectrum is represented as   . 

In the online level, the spectrum of noise is initially 

transformed into LPS and phase sets. The features of noisy 

LPS are converted to get the improved features by performing 

the equation (10) and (11) for the HTA/C-HTA frameworks 

(       and      ) assumed in the offline level. The phase 

set of the noise spectrum is utilized to make the phase of the 

improved speech spectrum. An Inverse-Short-Time-Fourier-

Transformation is used to get the improved speech spectrums. 

4. RESULTS 
The clean-NB (Narrow-Band) speech samples for evaluation 

of introduced algorithm were taken from Aurora dataset [13]. 

The Aurora is developing standards for DSR (Distributed 

Speech Recognition) in recognition and telecommunication 

terminal at central area in telecom-network. The samples of 

noisy speech were generated by adding 3-real-world noises 

such as Airport, babble and car at different SNRs (0, 5, 10 dB) 

to clean the speech. Our experimental results were performed 

on MATLAB-platform with windows-10 OS and hardware 

compatible with 16GB RAM. Our proposed HTA is compared 

with various algorithm such as PK-VRE [14], PKV [15], KF 

[16], PK-OBC [17]. In KF [16], the bidirectional-KF is 

improved to utilize the model of system dynamics, which uses 

future and past measurements to estimate the current system-

time state. It gives efficient recursive to estimate the process 
state, which reduces the MSE.  

4.1Weighted-spectral-slope-distance  (    ) 

The measure of       (weighted-spectral-slope-distance) has 

higher correlation along with subjective-quality ratings and 
calculated as: 

     

      
                          

   
   

         
   

   
     

 

Where,           and         is defined as spectral-slopes of 

enhanced and clean signals of     and     frame. Here, 

weight is the       .The values of      are shown in 

Table-1 for NB speech. The values of      clearly represent 

that HTA output provides much better clarity compared to 

other given algorithms utilized in analysis. The below table-1 

provides lowest values of       for our introduced algorithm 

in every-case. The values of      represent that our HTA 

performs much better for all of the types of noises. Also, the 

values represent that vowels can be differentiate much better 

in output of HTA speech compared to other algorithms 
utilized in analysis that showing its higher-intelligibility. 

4.2 Log-likelihood-ratio-distance (    ) 
The      is defined as the LPC based objective. It is defined 

as: 

                
      

 

      
 
  

Where,       are LPC-vectors of enhanced and original 

speech of signal frames and    is defined as auto-correlation-

matrix of actual speech signal. The lower      specifies good 

quality of speech. Below Table-2, represents that our HTA 

has less values of      in all of the cases. All of the given 

values represents that the samples of clean speech are same to 

their corresponding that improved the speech samples of our 
proposed HTA than other algorithms.  

Table 1 Values of       for NB Speech 

dB Types of 

Noise 
     

 

PK-

VRE 

[14] 

PKV 

[15] 

KF 

[16] 

PK-

OBC 

[17] 

 Proposed 

0 Airport 117 98 92 86 61.44       

0 Babble 113 99 91 80 60.82 

0 Car 112 95 84 80 56.24 

5 Airport  91 77 72 63 47.59 

5 Babble 94 78 82 64 47.67 

5 Car 86 73 78 62 46.17 

10 Airport 69 59 60 50 40.68 

10 Babble 69 60 55 52 42.56 

10 Car 68 59 61 54 41.52 

 

Table 2 Values of       for NB Speech 

dB Types of 

Noise 
     

 

PK-

VRE 
[14] 

PKV 

[15] 

KF 

 [16] 

PK-OBC 

[17] 

  Proposed 

0 Airport 1.27 1.19 1.02 0.91 0.75 

0 Babble 1.21 1.19 1.00 0.88 0.81 

0 Car 1.44 1.33 1.13 0.98 0.78 

5 Airport  1.01 0.98 0.90 0.68 0.56 

5 Babble 1.00 0.99 0.90 0.70 0.60 

5 Car 1.06 1.08 0.91 0.80 0.62 

10 Airport 0.78 0.78 0.68 0.50 0.44 

10 Babble 0.79 0.80 0.78 0.64 0.48 

10 Car 0.86 0.90 0.79 0.60 0.51 

 

5. CONCLUSION 
This paper introduces the HTA/C-HTA based enhancement of 

Speech Signal Data that eliminates noise and retains clean 

speech signal from noisy speech. We utilized the hierarchical 

framework to improve the HTA ability by replacing one-layer 

to multi-layer where the levels of distortion were properly 

controlled to give better performance alongside the desirable 
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speech intelligibility and speech quality. Our introduced 

algorithms clearly outperform much better than other state-art 

of the speech enhancement-signals based methods for NB 

(Narrow Band) which is based on intelligibility and quality. 

The low values of      and      for enhanced the outputs of 

the introduced HTA represents its superior quality over the 
other algorithms.  
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