Finding Best Fit for Hand-Drawn Curves using Polynomial Regression
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ABSTRACT

Curve fitting gives the user a mathematical function that best fits to a series of data points while considering the constraints of the data. This paper presents an algorithm to determine the equation of a hand-drawn curve using polynomial regression. The hand-drawn curve may be digitally drawn, or manually drawn on paper and scanned. Polynomial regression is used to estimate the order of the equation that fits the curve and determine the coefficients of the equation.
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1. INTRODUCTION

Curve fitting is a technique that is used to determine a mathematical equation that fits a given set of data points in such a way that the deviation of the points from the equation is minimized. In order to fit two-dimensional data, polynomial regression is used. The factor that is being predicted (the factor that the equation solves for) is called the dependent variable. The factors that are used to predict the value of the dependent variable are called the independent variables [1].

Curve fitting has been widely used for many research problems over the years, but the problem of curve fitting has been looked at mainly from a mathematical perspective, where analysis of hand-drawn curves hasn’t been given much importance. This was the motivation for this paper’s work, so as to implement an efficient curve fitting technique which analyses curves drawn on the console.

This paper discusses a technique to extract the data points from the image, which are the two dimensional coordinates of the points in the curve. Using the data captured, polynomial regression is used to fit the curve to an equation in such a way that the error is minimized and at the same time, overfitting is avoided.

Section 1 gives the introduction to the problem identified while section 2 introduces the readers to the basic elements of polynomial regression and issues associated with it. Section 3 explains the proposed methodology and implementation and section 4 is used for results. Section 5 concludes the paper while section 6 discusses the future scope.

2. POLYNOMIAL REGRESSION: BASIC CONCEPTS AND ISSUES

Polynomial regression is a regression technique which is used to model the relationship between a dependent variable (denoted by \( y \)) and an independent variable (denoted by \( x \)) to a polynomial over variable \( x \) in degree \( n \). A polynomial regression equation of degree \( n \) can be represented using the following equation:

\[
y = a_0 + a_1 x^1 + a_2 x^2 + \cdots + a_n x^n
\]

where \( y \) is the dependent variable, \( x \) is the dependent variable and \( a_0 \ldots a_n \) are the regression coefficients. It can be seen that polynomial regression is a special case of multilinear regression. This is because \( y \) is still dependent on powers of the same dependent variable \( x \) (it should not be confused with the literal meaning of being polynomial where multiple independent variables come into picture). For least square analysis, polynomial regression can be performed using the techniques of multiple regression. This is done by treating each power of the independent variable i.e. \( x \) as an independent variable during multiple regression. Although polynomial regression fits a nonlinear model to the data, as a statistical estimation problem it is linear, in the sense that the regression function is linear in the unknown parameters that are estimated from the data [10]. It is evident that a higher degree polynomial will fit any given data better. However, this may also lead to overfitting. If the sample size is extremely small, the curve may produce highly inaccurate predictions during testing and validation.

Polynomial models have a shape/degree tradeoff. In order to model data with a complicated structure, the degree of the model must be high, indicating that the associated number of parameters to be estimated will also be high. This can result in highly unstable models [10]. The first degree polynomial could also be an exact fit for a single point and an angle while the third degree polynomial equation could also be an exact fit for two points, an angle constraint, and a curvature constraint. Several other combinations of constraints are possible for these and for higher order polynomial equations.

3. PROPOSED METHODOLOGY AND IMPLEMENTATION

The proposed system offers the user a graphic UI wherein the user can input the data in the form of an image and performs various pre-processing tasks before extracting data points from it, since the image may contain noise or background data which is unnecessary. Then, the data points are extracted from the image using the pixel intensity values. These points are fit into a polynomial regression model of varying degrees, in order to determine the error, and therefore, the equation with the best fit.
3.1 Image Pre-processing

Pre-processing is required since the input image may contain distortions, noise and background data which is useless for this application. The first step is to convert the image into grayscale form, in order to simplify further processing.

Once the grayscale image is obtained, a Laplacian mask is applied to it, in order to highlight the edges, which are high frequency components. The hand-drawn curve will act as a continuous edge. The Laplacian mask will eliminate low-frequency background components. The resultant image will contain the highlighted curve, with little to no background data.

3.2 Data Extraction

The pre-processed image data is then read into a matrix. Every value in the matrix will correspond either of the two brightness levels, black, or white. The points on the hand-drawn curve will be white, and the remaining pixel values will be black. Hence the matrix forms the representation of the pixel values of the image. The coordinates of the image must match the coordinates of the Cartesian plane, where the origin (0,0) lies in the bottom left corner.

3.3 Curve Fitting

Once all the points are obtained for training, some of these points must be set aside for testing, after the fit is complete. This is done because the data obtained from the image of the curve is limited. After the training and testing sets are ready, one can proceed with the curve fitting process using polynomial regression.

A polynomial regression model is trained using the training data points obtained from the image. The points are fit into equations of degrees from 1 to \( n \), where \( n \) depends on the user and the type of fit required. Once training is complete, the model is tested with the testing dataset of points in order to determine the error. The errors for every degree are stored along with their corresponding degrees in a database which will be used to determine the best fit.

3.4 Finding the Best Fit

Since the data used for fitting is constrained by the resolution of the image, the probability of overfitting increases manifold. In order to avoid this, higher degree fits are penalized so as to get a more generalized fit.

\[
\text{cost} = e \times d
\]

where \( e \) is the mean squared error obtained during testing, \( d \) is the degree of the polynomial.

The mean squared error is given by the formula:

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (Y - \bar{Y})^2
\]

where \( Y \) is the expected output, \( \bar{Y} \) is the output of the model and \( MSE \) is the mean squared error.
This cost is used to calculate the best fit. The degree corresponding to the minimum cost is chosen as the best fit and to determine the coefficients for the equation of the curve.

Table 1. Corresponding Mean-Squared Errors (MSE) for each degree of equation for the given curve

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Degree</th>
<th>Total MSE</th>
<th>((\text{Degree}) \times \text{(Total MSE)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>493.47</td>
<td>493.47</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>403.75</td>
<td>807.50</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>143.59</td>
<td>430.77</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>104.06</td>
<td>416.24</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>23.22</td>
<td>116.10</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>40.97</td>
<td>245.82</td>
</tr>
</tbody>
</table>

As is evident from the results, the cost is minimum for the equation with degree 5, since the cost reaches its local minima at degree 5. Hence, the equation generated for the curve will be of the degree 5.

3.5 Generating the Equation

The intercept and the coefficients obtained through the process of fitting are mapped to the corresponding polynomial terms. Depending on the implementation, the equation will be represented either in string format or a character array. The equation will be of the form:

\[ y = a_0 + a_1x + a_2x^2 + \cdots + a_nx^n \]

Table 2. Actual equation and predicted equation by fitting for some sample curves

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Actual equation</th>
<th>Equation of curve obtained by fitting</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( y = x + 100 )</td>
<td>( y = x + 102 )</td>
</tr>
<tr>
<td>2</td>
<td>( y = 0.01x^2 + 0.01x + 100 )</td>
<td>( y = 0.01x^2 + 0.1x + 50 )</td>
</tr>
<tr>
<td>3</td>
<td>( y = 0.0001x^3 - 0.01x^2 - 0.1x + 100 )</td>
<td>( y = 0.000093x^3 - 0.0067x^2 - 0.34x + 100.05 )</td>
</tr>
</tbody>
</table>

Since the image is scanned pixel-by-pixel, every pixel corresponds to unit distance. Hence, it is possible to obtain different equations for the same curve, depending on the resolution of the image.

4. RESULTS

In order to determine the accuracy of the model, its output was calculated for curves whose equations were known beforehand (see Table 2). Since the equation also depends on the placement of the curve in the image, the results vary accordingly. Moreover, the image coordinates start at the origin, but the curve never intersects the axes because of the way the image is scanned, the curve is assumed to be in the first quadrant of the Cartesian plane.

5. CONCLUSION

The proposed technique successfully identified the degree of the polynomial represented by the curve from the image and also correctly estimate its equation. The equation was subject to the resolution of the image provided and the positioning of the curve in the image. The curve of the predicted equation was visually similar to the given curve, and had the same degree as the given curve.

6. FUTURE SCOPE

The proposed model is capable of identifying the shape and degree of curves where the relationship between \( y \) and the various powers of \( x \) is linear. However, there are other two-dimensional curves such as the sine curve, or circles, which exhibit a nonlinear relationship between the \( x \) and \( y \) variables. Since this model is based on polynomial regression, which is a form of linear regression, it cannot identify such non-linear relationships.
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