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ABSTRACT 

Sentimental analysis is the computational study of people’s 

opinion, attitudes and emotions toward entities, individuals, 

issues, events or topic. A lot of research has been done to 

improve the accuracy of sentiment analysis, varying from 

simple linear models to more complex deep neural network 

models. Recently, Deep learning has shown great success in  

the  field  of sentiment analysis and is considered as the state-

of-the- art model. The twitter data imposes many challenges, 

due to its complex structure, various dialects, in addition to  

the  lack  of its resources. Although, the recent Deep learning 

models have improved the accuracy of the twitter sentiment 

analysis, there is still more chance for improvement. This 

encouraged to explore different deep learning hybrid models 

that have not been applied to twitter data, in order to improve 

the twitter sentiment analysis accuracy. The objective of this 

paper is to improve the accuracy of sentiment analysis of 

twitter data by implementing a hybrid model of CNN-RNN 

techniques and by introducing dropout in the hybrid model 

and also compare the performance of the proposed method 

with existingmodels. 
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1. INTRODUCTION 
Sentimental Analysis (SA) is a contextual mining of text 

which recognizes and extorts subjective information from the 

source material. Sentimental Analysis assists a business to 

comprehend the social sentiment of their service, brand or 

product even as observing online chats. SA manages 

sentiments, subjective text, and opinions. It is a method of 

knowing user’s opinions, emotions and attitude subjected 

towards an item which can imply to events, topics or 

individualsof recent trends. Sentiment analysis can be 

performed in three levels namely sentence level, aspect level 

and document level. Twitter is a rich information source for 

decision making using sentiment analysis. Sentiment Analysis 

of brief informal texts on social media summarizes opinions 

as positive, neutral or negative statement of the opinion 

holder. Sentiment analysis over Twitter provides the  firm  an  

effective  and  rapid  way  to supervise the feelings of public 

towards a brand. As the platform of twitter uses tweets to 

denote opinions in sentence form, the sentence level SA is 

used for examining sentiments. The goal is to calculate the 

sentiment accuracy of sentences that were extracted from the 

text of tweets. The sentiment analysis of the tweet helps to 

find whether the sentiment of the tweet on particular products, 

events, etc., is positive or negative. This analysis help 

concerned organizations to find opinions of people about their 

product, events, so on from the tweets. The challenging aspect 

in sentiment analysis is an opinion word which is considered 

as a positive in one situation and may be considered as 

negative in another situation. The traditional text processing 

considers that a little change in two bits of content has no 

change in meaning. But in sentiment analysis a change in two 

words of content has change in meaning, for example, “The 

smell of the flower is good” is different from “the smell of the 

flower is not good”. The sys- tem processes it by analyzing 

one sentence at a time. However, blogs and twitter contain 

more informal sentences which user can understand but 

system cannot understand it. This paper improves the 

performance of text classification by combining 

Convolutional Neural Network (CNN) and Recurrent Neural 

Network (RNN) and introducing dropout in the hybrid model. 

This paper is organized in such a way that the literature 

survey is discussed in section II, followed by the description 

of proposed work in section III, the result of sentiment 

analysis is analyzed in section IV and the conclusion in 

section V. 

2. LITERATURE SURVEY 
In the opinion mining, sentiment analysis  is  the  process of 

contextually mining text to identify and categorize the 

subjective opinions expressed  by  the  writers.   Normally   it 

is used  to  determine  whether  the  writer’s  attitude  towards 

a particular topic or product, etc. is positive, negative, or 

neutral. Businesses use it to understand the social sentiment  

of their brand, product or services while monitoring online 

conversations. In the context of twitter, sentiment analysis 

quantifies the mood of a tweet or comment by counting the 

number of positive and negative words. By subtracting the 

negative comments from the positive comments, the sentiment 

score is generated. 

Wazery et al [1] classified the tweets in twitter dataset into the 

people’s opinion of different sentiment polarity. Here, the two 

main approaches for sentiment  analysis  were  applied. The 

first approach uses machine learning algorithms like support 

vector machine, naıve bayes, decision tree, and K- nearest 

neighbor and the second approach uses deep neural network- 

a Recurrent Neural Network using Long Short-Term Memory 

(LSTM). Recurrent Neural Networks of LSTM was applied to 

classify the tweets into positive or negative polarity. The 

accuracy of this architecture was compared with some 

machine learning based approaches like SVM, KNN, Naıve 

bayes and Decision tree. The authors proved that the RNN- 

LSTM had achieved the highest accuracy at 88% and the 

Naive Bayes showed the lowest accuracy of 69%. Also, 

Decision Tree and Support Vector Machine showed accuracy 

scores of 81% and 82% respectively for Amazon dataset. 

Similar tests were conducted for IMDB dataset and Airline 
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dataset. The authors concluded that RNN-LSTM performs 

better in terms of accuracy when compared to other machine 

learning models for all the three datasets. 

Iimania et al [2] applied Deep Neural Networks to solve 

aspect based sentiment analysis. Aspect matrix of the input 

sentence was calculated using the dense layer for bag of 

words input layer. Indonesia dataset was used for their 

experiment. They compared two deep neural network models 

- Gated Re- current Units (GRU) and fully connected layer 

with different inputs on aspect detection and sentiment 

classification. The result of aspect matrix is better than other 

word embedding approaches. This paper proved that GRU 

used for aspect detection of sentiment analysis performed 

better than fully connected layer. 

Patel and Tiwari [3] performed sentiment analysis in IMDB 

movie review dataset using recurrent neural network. The 

performance of machine learning approaches was compared 

with recurrent neural  network  for  sentiment   classification. 

It was concluded that RNN has the best  accuracy  of  82% 

than other deep neural networks on movie review dataset of 

sequential information. 

Thomas and Latha [4] performed sentiment analysis on tweets 

in south Indian language like Malayalam. Apart from English, 

SA has spread its wing to other natural languages which is 

significant in a multi linguistic country like India. Recurrent 

Neural Network - Long short term memory model (RNN-

LSTM) was used to predict the sentiment  in  tweets and 

achieved an accuracy of 80%. It was suggested that the 

accuracy of the results can be improved by having different 

datasets. 

Hassan and Mahmood [5] employed Recurrent Neural Net- 

work Long Short-Term Memory (RNN-LSTM), on top of pre- 

trained word vectors for sentence-level classification tasks. 

They introduced a language model that utilizes only word2vec 

inputs over LSTM. They captured  more  information  about 

the syntactics and semantics of words by using pre-trained 

word vectors and proposed a model to overcome several 

traditional methods like bag of words and n-gram model. The 

results proved that the proposed model achieved better 

performance than the traditional methods. 

Zhang et. al [6] assigned correct polarity to a given sentence 

by considering the entity on which  an  opinion  is  expressed 

by using RNN-LSTM and Gated Recurrent Unit (GRU). A 

novel co-attention based network was proposed to capture the 

relationship between aspect term and its surrounding contexts. 

This network addresses the “target-sensitive sentiment” issue 

in the Apsect based sentiment analysis (ABSA) task. This 

model achieved parallelized training and can be applied to 

address large scale datasets with limited training costs. 

Zhang et. al [7] developed a new architecture based on termed 

Comprehensive Attention Recurrent Neural Networks (CA-

RNN) which can store preceding, succeeding and local 

contexts of any position in a sequence. Bidirectional recurrent 

neural networks (BRNN) was used to access the past and 

future information. The RNN is also replaced by long short- 

term memory (LSTM) and gated recurrent unit (GRU), to 

enhance the effectiveness of the new architecture. The results 

on the IMDB Large Movie Review Dataset demonstrate that 

the new architecture was superior to  recurrent  models  and 

the bidirectional recurrent models in terms of classification 

accuracy. One problem of recurrent models is that the training 

procedure is time-consuming. 

Yang et. al [8] demonstrated that the performance of tradi- 

tional text sentiment analysis method is based on the quality 

of feature extraction. The text sentiment analysis method 

based on RNN can obtain context information and CNN can 

obtain important features of text through pooling, but  it is 

difficult  to obtain context information. RNN and CNN was 

combined in different way and the sub-analysis network of  C-  

RNN  and R-CNN was constructed. Then, these two networks 

were combined through the fusion gating unit. Thus the better 

accuracy was achieved and can capture the emotional features 

of review text better. 

Du and Huang [9] proposed a bi-directional recurrent neural 

network algorithm based on the neural network attention 

mechanism for text classification. The feature vector was fed 

to a softmax classifier. They used two datasets for the text 

classification of bi-directional recurrent neural network. The 

classification accuracy of the proposed model was approxi- 

mately 88.5% and it outperformed the traditional system. 

Abdiaet. al [10]  presented a  deep-learning based  method to 

classify user’s opinion expressed in reviews (called RNSA). 

RNN-Long Short-Term Memory (LSTM) was employed for 

sequential processing and to overcome several shortcomings 

of traditional methods. Furthermore, sentiment knowledge, 

sentiment shifter rules and multiple strategies were used to 

overcome word coverage limit of an individual lexicon and 

word sense variations. To improve the effectiveness of the 

method sentence level, sentiment classification on large scale 

movie review datasets was conducted. 

 

Fig 1: Proposed methodology 

3. PROPOSED WORK 
Sentiment analysis is performed to classify the sentence in 

tweets by combining the CNN-RNN models. Then the 

performance of the hybrid model is analyzed. 

3.1 Dataset Description 
The data is in comma-separated files with tweets and their 

corresponding sentiments. Tweet represent the text opinion 

about the product or event. The training dataset is a csv file 

which contains tweetid, sentiment, time and date when the 

tweets has been posted. The dataset also contains group of 

words, emoticons, symbols, URLs and references to people. 
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The words are also a mixture of misspelled words, extra 

punctuations, and words with many repeated letters. So the 

data has to be preprocessed to convert it into a standard form 

suitable for classification. 

3.2 Preprocessing 
Raw tweets scraped from twitter generally result in a noisy 

dataset. This is due to the casual nature of people’s usage of 

social media. Raw twitter data has to be normalized to create 

a dataset that can be learned by various classifiers. 

Preprocessing of data was done to standardize the dataset and 

reduce its size. The training and testing of the classifier was 

done using preprocessed dataset. Tweets have certain special 

characteristics such as retweets, emoticons, user mentions, etc. 

which have to be suitably extracted. The noisy data or special 

characters are removed by lemmatization, stop word removal, 

etc., Other preprocessing that are carried out in this work are 

converting the tweet to lower case, replacing 2 ormoredots (.) 

with space, strip spaces and quotes (“and ‘) from the ends of 

tweet, replacing 2 or more spaces with single space, etc., For 

example, consider the sentence, “i like the product!. After 

preprocessing the resultant sentence is “i like product”. 

3.3 Word Embedding Model 
Word2Vec is one of the most popular techniques to learn 

word embeddings using shallow neural network. 

Gensimimplementation of Word2Vec is used. The first step is 

to prepare the text corpus for learning  the  embeddings  by  

creating word tokens, removing punctuation, removing stop 

words, etc., Word2vec() method is used in order to train the 

word2vec model on the corpus. By this method, the 

embedding vectors of the preprocessed data can be 

produced. The few important arguments are used for 

embeddingmethod: 

1) Sentences: List of sentences; here the list of 

reviewsentences is passed. 

2) Size: The number of dimensions in which a word is 

represented. This is the size ofthe word vector. 

3) Min count: Word with frequency greater than min 

count are only going to be included into the model. 

Usually, the bigger and more extensive thetext, the higher 

this number canbe. 

4) Window: Only terms that occur within a window- 

neighborhood of a term,  in  a  sentence,  are associated  

with it during training. The usual value is 4 or5. 

5) Workers: Number of threads used in training 

parallelization, to speed uptraining. 

6) Dim: Dimension of word vector. Here 100is used. 

7) Maxlen: Maximum number of the featurevectors. 

3.4 Feature Extraction 
Convolution Neural Network (CNN) is a special kind of 

multi-layer neural network which consists of one or more 

convolutional, pooling layers, and dropout followed by one 

or more fully-connected layers. The convolutional and 

pooling layers implicitly extract relevant feature 

representation from input data, and fed it tothe fully 

connected layers for classification. The size and weights of 

the convolution filters determine the features to be extracted 

from the input data. Same convolution filter is floated  

overthe complete input data in order to extract similar 

features at different spatial locations. Max pool layer is then 

applied to select the most significant features from the CNN 

features. Subsequently, after iterating several convolutional 

and max pooling layers, it is fed to RNN model for 

classification. In general, then use softmax as an activation 

function in  thefully connected layer. The parameters of 

CNN are filters, strides, kernel size, padding and activation. 

The few important arguments of CNN are Filters = 25, 

Kernel size = 3,Padding= ‘valid’, Strides = 1, Activation = 

’relu’ are used in the experiment. 

3.5 Sentiment Analysis of Sentiment 

Classification 
A recurrent neural network (RNN) is a class of artificial 

neural network where connections between nodes form a 

directed graph along a sequence that helps in various tasks. 

This allows it to exhibit dynamic temporal behavior for a time 

sequence. RNNs are neural networks that add additional  

weights to the  network  to  create  cycles  in the network, in 

an effort to model time dependencies and sequential events. 

The pre-trained embedding Word2Vec is used. RNN is 

complex to understand, it is quite interesting. It encapsulates 

a very beautiful design that overcomes traditional neural 

network’s shortcomings that arise when dealing with 

sequence data: text, time series, videos, DNA sequences, etc. 

RNN is a sequence of neural network blocks that are linked to 

each other’s like a chain that can be used to process text data, 

which is a sequence type. The order of words is very 

important to the meaning. Hopefully RNN can take care of 

word sequence and also capture term dependencies. Gated 

Recurrent Unit (GRU) is a type of RNN model and it is used 

to classify the text data from the CNN layers. The GRU layer 

consists of hidden dimension = 100, fully connected layer = 1, 

dropout rate = 0.2, learning rate = 0.001, batch size = 

50respectively. 

4. RESULTS AND DISCUSSION 
The result is analyzed by combining CNN and RNN models 

for sentiment analysis of text classification. The CNN and 

RNN were tested individually on Twitter dataset obtained 

from kaggle. The dataset consists of four attributes and 1.6 

million instances. Accuracy has been calculated for both 

models and to combine the two models to get better 

accuracy than these two. The comparison of accuracy of 

classification of twitter between two different deep learning 

models and hybrid model are calculated and shown in figure 

3. The accuracy forCNNmodel is approximately 78.64%, 

RNN is 75.33% and the hybrid model of CNN-RNN is 

81.90%. Then, the hybridmodel of CNN-RNN outperforms 

the individual classification models with an accuracy 

of81.90%. 

 

Fig 2: Accuracy comparison between CNN, RNN and 

CNN-RNN 
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5. CONCLUSION 
Sentiment Analysis is contextual mining of text which 

recognizes subjective information from the source material, 

and also assists the business that comprises the social 

sentiment of their service, brand or product observing chats. 

The goal is to calculate the sentiment accuracy of sentences 

that were extracted from the text of tweets. The sentiment 

analysis of the tweets helps to find whether the sentiment of 

the tweet on particular products, events, etc., is positive or 

negative. The challenging aspect in sentiment analysis is an 

opinion word which is considered as a positive in one 

situation may be considered as negative in another situation. 

The result shows comparison of sentiment classification using 

deep learning models. Accuracy is improved by combining 

the two deep learning models namely CNN and RNN. The 

hybrid model outperforms the individual CNN and RNN 

classification models with 81.90% accuracy. The model only 

relies on a pre- trained word vector representation model. As 

future work, will consider using different CNN architectures 

and try different ensemble models in order to improve the 

results. Also, explore using the distant training approach in 

order to train the word embeddings to reflect the sentiment 

polarity of the words. Additionally, verify the model over 

larger datasets other than Twitter dataset and compare the 

results with the recent state-of-the art deep learning model in 

tweets. 
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