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ABSTRACT 

Ongoing COVID-19 Pandemic has resulted into massive 

damage to various platforms of global economy which has 

caused disruption to human livelihood. Natural Language 

Processing has been extensively used in different 

organizations to categorize sentiments, perform 

recommendation, summarizing information and topic 

modelling. This research aims to understand the non-medical 

impact of COVID-19 on global economy by leveraging the 

natural language processing methodology. This methodology 

comprises of text classification which includes topic 

modelling on unstructured COVID-19 media articles dataset 

provided by Anacode. Like other Natural Language 

Processing algorithms, Latent Dirichlet allocation (LDA) and 

Non-negative matrix factorization (NMF) has been proposed 

to classify the media articles dataset in order to analyze 

COVID-19 pandemic impacts in the different sectors of global 

economy. Model Accuracy was examined based on the 

coherence and perplexity score which came out to be 0.51 and 

-10.90 using LDA algorithm. Both the LDA and NMF 

algorithm identified similar prevalent topics that was 

impacted by COVID-19 pandemic in multiple sectors of 

economy. Through intertopic distance map visualization 

produced by LDA algorithm, it can be reciprocated that 

general industries which includes children schooling, parental 

care, and family gatherings had the major impact followed by 

business sector and the financial industry.   
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1. INTRODUCTION 
Natural Language Processing (NLP) is the deep learning 

methodology that has evolved greatly to obtain meaningful 

insights from human language in the form of tweets, 

documents, articles or texts. This has enabled computer to 

learn human emotions and sentiments from the wide variety 

of data available. Due to availability of abundance data and 

large computational power, NLP is booming in large number 

of industries to derive meaningful insights from texts and 

drive organizational decisions. Whatever it expresses either 

verbally or written, has some or the other information in it. 

Natural Language Processing algorithm uses this information 

to predict human behavior.  

NLP is getting attention very much as it has capability to learn 

from unlabeled data to classify relevant topics [1-3]. NLP is 

booming in mass media industry and social media platform 

due to its capability of deriving meaningful insights from the 

news headlines, tweets, sentiments shared by the people in the 

content of news article and understanding the impact of this 

analysis on human lives [4]. Furthermore, Natural language 

processing has shown its caliber in almost all the disciplines 

such as healthcare, finance, food industry, technology and 

political science etc. to understand the mankind and its 

behavior to optimize the experience [5-12]. People relies more 

on newspaper and social media to seek updates from every 

corner of the world.  Thus, it has become necessary to extract 

this meaningful information from social media and 

newspapers which is stored in the form of texts, documents 

and article. Topic modeling is the method that provided 

researcher with the concept of extracting prevalent texts and 

information from the set of documents and collection of texts 

[13]. 

Due to the outbreak of the Covid-19 pandemic, world has 

been suffering from huge loss in various domains and not just 

limited to healthcare facilities. The only source to rely on 

updates regarding COVID-19 impacts, necessary measures 

and treatments were newspaper article, social media and 

research articles. Thanks to the internet, through which real 

time updates were accessed and necessary measures were 

taken against this deadly virus to ensure safety of people 

around the world. However, healthcare industry was largely 

affected with the daily rise in Corona positive cases, it created 

adverse impact on other domains as well hampering the global 

economy.  With the availability of mass media dataset, it has 

become wide possible to understand the impact and affected 

areas of global economy other than just health care industry. 

The media dataset is considered to be an unstructured data 

with large set of texts and information. This needs to be 

structured into topic or categories by the use of dictionaries or 

corpus or supervised learning methods. The aim of this 

research is to leverage the capability of Latent Dirichlet 

allocation (LDA) and Non-negative matrix factorization 

(NMF) to correctly identify the non-medical impact of 

COVID- 19 pandemic. LDA was considered as the base 

model for this research, where each news article can be 

described by distribution of topics and each topic can be 

described as distribution of words. Fang et al.  suggested 

Contrastive Opinion Modelling based on LDA whose purpose 

was to find out the opinions from multiple perspective on the 

given topic and compare those opinions with the individuals. 

That model was able to generate a process of how opinions 

would occur in different collections of documents [14]. Few 

authors have also presented the study where they collected the 

topics in software engineering that are evolving rapidly and 

the topics that are fading out or are not catching much 

attention from the public as it requires more testing due to 

data duplication in the source code repositories. They used 

diff model to detect the distinct topic in software engineering 

to separate out the duplication from the source code 

repositories [15]. 
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LDA was considered to be the best choice for this research 

because it works similar to dimensionality reduction 

methodology of the original dataset. The primary goal of LDA 

is to determine the mixture of topics that a news article 

contains [16]. This facilitates the distribution of the words in 

topics as more Dirichlet distribution, hence creating more 

transparent vector representation of topics in news articles. 

Similarly, NMF works as same as that of dimension reduction 

to cluster the news article to determine most relevant topics by 

considering only non-negative elements. NMF performs well 

with text or document clustering and topic modeling. Also, 

NMF is more efficient and faster than LDA calculations to 

produce the results from bag of words. Over the last few 

decades, NMF has gained enormous amount of attention in 

the field of text mining, spectral data analysis, Bioinformatics, 

image processing, hyperspectral data analysis, computational 

biology, clustering and many others due to its computational 

capability and efficiency [17-19]. In the past, NMF has been 

also used to detect the protein protein interactions between 

HIV-1 and human proteins where multiple datasets were 

collected to form biological network and were then utilized to 

predict the accuracy for the model [20].   

 With the Covid-19 media dataset and resources, topic 

modeling techniques like LDA and NMF successfully detects 

the prevalent topic in the dimension that was impacted by 

Covid-19 worldwide. This study also includes the 

comparative analysis of LDA and NMF algorithm to 

determine the accuracy of topics in both the algorithms. This 

can help public to understand the effects of Covid-19 on 

global economy and take necessary strategic measures against 

it to bring back everything on track. 

Literature Reviews are described in Section 2, proposed and 

pretrained models are presented in Section 3, Results and 

Analysis are depicted in Section 4 and lastly Section 5 

concludes the finding of paper. 

2. LITERATURE REVIEW 
There has been extensive workaround on the topic covid-19 

on how it is impacting everybody’s livelihood. They are 

trying to do a workaround from non-medical perspective on 

how Covid-19 is affecting people’s capabilities. Few 

researchers have directly considered distinct topic area and 

have defined their research-based work on how covid-19 is 

altering us globally.  

Researcher has tried to find out the impact of COVID- 19 in 

financial world, where he tried to assess the sentiments of US 

stock market using Daily News Sentiment Index and Google 

Trends searches on the topic relating to covid-19 for the time 

span of Jan-May 2020. According to Hee, strategic investment 

decision is needed by considering the time lag perspectives by 

visualizing the changes in the correlation level by time lag 

differences [21]. Bollen et al. proposed a solution where they 

tried to analyze whether a public emotions or mood from 

Twitter Feed are directly correlated to Dow Jones Industrial 

Average (DJIA). They used Fuzzy Neural Network to predict 

the public mood from the Twitter feed and tried to corelate 

that with DJIA. There model found an accuracy of 87.6 % to 

predict daily changes in DJIA by inclusion of public mood 

[22]. Similarly, Bharati et al. proposed a study where they 

have combined Indian stock Market Sensex data points, 

Twitter data and Really Simple Syndication (RSS) feeds to 

predict the daily changes in the stock Market. Their study 

proved there is correlation between stock market index, RSS 

and Twitter Feeds [23]. In addition to this, Pereira et al. used 

the non-parametric models like ANN, SVMs with polynomial 

kernels, and RBF kernels to predict the movement of Korean 

stock Market (KOSPI 200)  where Google Trend was found to 

be inadequate input factor to predict the price of KOSPI 200 

Index [24].  

Owing to capabilities of technologies, Chamola et al. have 

explored the use of technologies like Internet of Things, 

Artificial Intelligence, Drone technology, Autonomous 

Vehicles and wearable devices to mitigate the risk posed by 

covid-19 [25]. These technologies are used for spraying 

disinfectants, delivering medical equipment’s, monitoring 

health of the patient from remote location, screening masses 

and do 24 X 7 crowd surveillance to ensure strict social 

distancing protocols are in place. Because telehealth is 

growing rapidly, Hedge et al. have demonstrated that many 

government organizations around the world are developing 

the digital contact tracing application which could help Health 

Officials to gather the information on patient with covid-19 

symptoms in order to isolate them [26]. There is also a greater 

concern in the community, if such tools developed by 

authorities should undergo regulatory process before it is 

rolled out for general public usage.  

Businesses like Food Industries are getting impacted to 

maintain proper supply chain as many of the workers are 

falling sick to SARS-CoV-2. In order to create safe food 

environment, this companies are applying antimicrobial 

coatings to high touch surfaces like doors, handles, touch 

screen to inactivate the virus [27]. Similarly, Employees 

working in the retail sectors like shopping malls, Grocery 

stores who has direct customer exposure are 5 times more 

likely to have tested positive for SARS-CoV-2 [28]. 

 In the healthcare domain, According to Sethi et al. Nurses are 

experiencing an extreme workload in managing healthcare 

facilities at their workplace. Most of them are feeling anxious, 

distressed and depressed due to Covid-19 Pandemic [29]. On 

the budget aspect, Dauner et al. suggested the steps on how 

hospital management system can prepare themselves so that 

they provide clear documentation and create a dashboard 

which tracks all the metrics related to financial expenses due 

to covid-19 impact on weekly basis [30]. 

Automobile sectors have also seen a hit from the ongoing 

COVID-19 pandemic where their sales have plummeted to the 

numbers not seen before. Due to strict social distancing 

guidelines from March 2020, General Motors is prioritizing 

new vehicle redesigned model over already existing freshened 

model. They have already lost 2 months of new production for 

a new car to comply with government policies to protect their 

workforce from covid-19 Pandemic [31]. According to Mead 

et al. Covid-19 pandemic caused short term disruption in the 

economy where many researchers saw a shift where people 

were found to be consuming home cooked food rather than 

consuming restaurant food. Prices for the meat products were 

increased for the US consumers and there was price volatility 

in all the BLS price index [32]. 

Despite the myriad of research in the field of Covid-19 and its 

impacts it has caused in everybody’s livelihood, at the time of 

this writing, there is no specific research based study that 

provides how the world economy was shaping in different 

sectors due to COVweD-19 outbreak. Furthermore, no work 

in existing literature attempts to review the role of Natural 

Language Processing Algorithm such as Latent Dirichlet 

Allocation (LDA) and Non-Negative Matrix Factorization 

(NMF) in mapping out COVID-19 pandemic in different 

sectors. This presents an urgency to detail non-medical 

impacts of COVID-19 on the global economy considering 
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various sectors such as Finance, Business, Technology, 

healthcare, Automobile, International relations and general 

Industries. In this work, using natural language processing 

statistical method called topic modelling, they present a 

comprehensive review of how COVID-19 is not only 

affecting the medical domain but also it had massive impact 

on overall sectors of global ecosystem. Nevertheless, Topic 

Modelling model is constructed and trained with the dataset 

that is available from Jan-May 2020 provided by Anacode. 

With this base model it can be scaled to later dataset as well. 

Before divulging into a thorough analysis of the COVID-19 

pandemic, they took a brief look at some of the past 

pandemics in the section below. 

3. Proposed Topic Modelling on Covid-19 

Media Article Dataset  
The whole system of topic modelling from COVID-19 media 

dataset comprises of key steps that was followed during the 

complete analysis – collection of data, cleaning and pre-

processing of data, creating bag of words, training the model 

and evaluation and analysis of the model. The architectural 

flow of the topic modelling model is portrayed in Figure 1. 

Firstly, the dataset on COVID-19 media article was collected 

from Jan 2020 to May 2020 timeframe. The dataset was then 

studied to understand the key features and elements that will 

be required to perform topic modelling. After this step, data 

cleaning and preprocessing took place using the Regex library 

to get rid of emails, distracting characters and new line 

characters. Then, models are trained based on the cleaned and 

preprocessed data using python libraries. Lastly, the models 

were evaluated and based on the key metrics like coherence 

score and perplexity. Following part of this section discusses 

how models were constructed using topic modelling and its 

performance. 

 

Figure 1: System architecture of topic modelling on 

COVID-19 media dataset 

3.1 Dataset Collection and Modeling  
For constructing the topic modelling model, COVID-19 media 

article dataset was grabbed from Kaggle dataset naming 

“Covid-19 Public Media Dataset by Anacode” [33]. This 

dataset contains over 200,000 news articles with full content 

that was filtered out using web scraping from online media 

since January 2020 timeframe. The focus of this dataset is to 

analyze the non-medical impact of COVID-19 pandemic in 

various aspects of society. The heart of this dataset are the 

online articles from news websites and blogs which are in text 

form and was shared to help the community to explore non-

medical impacts of COVID-19 pandemic in various 

dimensions such as economic, political, social and 

technological aspects. Thus, this dataset is considered to be 

best for NLP and text mining to retrieve information 

regarding the fake news or rumors and compare it with the 

real time situation that COVID-19 pandemic has resulted into. 

January 2020 to May 2020 timeframe dataset consists of total 

76471 rows and 9 columns namely headlines title, content of 

the articles, domains, publish date of the article, author, 

crawled time, topic area and URL from where the article was 

extracted. Exploratory data analysis on the COVID-19 public 

media dataset is represented in below graphical 

representations in Figure 2. which clearly depicts the 

impacted categories of the global economy due to Covid-19 

pandemic.  

 

Figure 2. The impact of the COVID-19 pandemic in each 

dimension 

Figure 3. and Figure 4. elaborates the headlines collected in 

this dataset are usually 10 to 170 character long and generally 

it is between 70 to 120 characters and if looked at the data 

exploration at word level, it clearly shows that words in news 

title appears to be ranging from 5 to 27 words long. However, 

most of the news article title with number of words falls 

within the range of 10 to 20 words long. 

 

Figure 3. Number of characters in each title column 
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Figure 4. Number of words in each title column 

3.2 Topic Modelling  
In Deep learning and natural language processing, topic 

modelling technique plays an important role in discovering 

abstract topics that occur in the collection of documents and 

set of texts. This approach is basically very useful for search 

engines, to automate the customer service and other areas 

where knowing the topics from texts is crucial. There are 

several algorithms available that be trained for topic 

modelling such as LDA, LSA, NMF and Clustering [34-44]. 

These algorithms are unsupervised methods, which means, the 

relationship among document is not revealed prior to the 

model being executed. This research aims at using LDA and 

NMF algorithm to group public media articles in fixed 

number of topics and to estimate the optimal number of 

topics. In the following section, researcher provided a 

taxonomy of LDA algorithms that is used in this research. 

3.2.1 Latent Dirichlet allocation (LDA) 
LDA falls under unsupervised technique which considers 

documents, article and texts as the bag of words where the 

order of document or texts does not matter. This algorithm 

works by considering the set of articles as it was generated by 

picking a set of topics and then each topic by considering the 

set of words. To perform this calculation and execution, LDA 

uses reverse engineering concept where each document can be 

represented as a probabilistic distribution over latent topic . 

LDA can also be used to represent the topics by word 

probabilities in the media article dataset that shares a common 

Dirichlet. Therefore, LDA has the caliber to identify subtopics 

for various dimensions such as technology, business, finance, 

automobile, international relationship composed of many 

articles and represent each article in an array of topic 

distribution [45].  The basic functioning of LDA is to take M 

documents and N number of words, it generates k number of 

topics, word distribution for each topic (psi) and topic 

distribution for each document(phi). LDA workflow model 

has been depicted in Figure 5. It first assumes that there are k 

topics across M documents and then it distributes these k 

topics by assigning each word a topic within each document. 

Its samples  from the Dirichlet distribution of . Then for 

each of the N word, a topic k is sampled from a  distribution. 

Here,  is the concentration parameter that represents 

document topic density. Higher the  is, document is made of 

more topics resulting into more specific topic distribution per 

document.  is also considered as the concentration parameter 

which represents topic word density resulting into more 

specific word distribution per topic. 

 

Figure 5. Latent Dirichlet allocation(LDA) workflow 

model 

Topic is considerably the collection of keywords which 

clearly shows what the topic is all about. Once the number of 

topics is provided to LDA algorithm, all it does is rearrange 

the distribution of topics within the set of documents and 

keywords with the set of topics. To have a good segregation 

topic, what matters the most are number of topics that are fed 

to an algorithm, quality of text processing and the choice of 

topic modelling algorithm. 

With the help of LDA algorithm, COVID- 19 public media 

dataset was used to extract the naturally discussed topics in 

the public domain. During this research, LDA was used from 

the Gensim package which was extracted and imported in 

python. As a prerequisite, stop words from NLTK library 

were downloaded for text preprocessing. Core packages in 

python that are used in this research are for regular 

expressions to wipe out the emails addresses and special 

characters, genism– for building the LDA model and 

evaluation of its metrics, spacy- to lemmatize the data and 

PyLDAvis to visualize the intertopic distance map. Data 

lemmatization is needed to convert the words in an article to 

its root words without changing the meaning of the words. As 

the stop’s words are already downloaded from NLTK library, 

they were imported to use for further analysis and model 

processing. 

The COVID-19 public media dataset is available in csv 

format from January 2020 to May 2020 timeframe and this 

dataset was imported in jupyter notebook using panda’s 

library. As a part of data cleaning and pre-processing, extra 

spaces were removed along with emails and single quotes to 

avoid any distraction during the modelling process. However, 

this process is not enough to feed the data into LDA algorithm 

as the data is still messy and not tokenized. To overcome this, 

each sentence from the Content of dataset is broken into list of 

words by tokenizing it and cleaned up the messy text to be 

utilized for further processing. Tokenization was basically 

carried out to remove punctuations and unnecessary 

characters from the Content columns in dataset. Then the 

sequence of N- words was created as N-gram to understand 

the sequence of words occurring consecutively in the 

sentences of articles. Specifically, Bigrams were created to 

figure out two words that are occurring together in the article 

and trigram to list out three words occurring together in the 

set of sentences of an article. Additionally, Dictionary and 

corpus was created to feed as a parameter in the LDA model 

as they are the key parameters for LDA modelling. Dictionary 

is created to bias corresponding words towards similar topic 

in the texts and corpus is about selecting the relevant text in 

the set of articles. Gensim library creates a unique id for each 

single word in the article along with its frequency. With all 

these as inputs, LDA model can be constructed where the key 

parameters are given along with the number of topics that 
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were needed to extract from an algorithm. LDA model was 

created with 20 different topics as a combination of some 

keywords and how each keyword contributes to that topic. As 

the results of LDA are hard to interpret just by looking at the 

output generated by LDA algorithm, they used PyLDAvis 

package to visualize the results which is elaborated in result 

and analysis section of this research article. 

3.2.2 Non-negative matrix factorization 

(NMF) 
Similar to LDA, Non-negative matrix factorization techniques  

also contribute to unsupervised learning where there is no 

labelling of the topics that a deep learning model will be 

trained on [46].  NMF factorizes high dimensional vectors 

into lower dimension representation having non-negative 

coefficients.  Due to availability of enormous amount of mass 

media data, text mining has gained huge popularity and 

document clustering is one of the methods involved into it. 

Document clustering is the technique of organizing set of 

documents or articles into several semantic clusters to help 

users to derive meaningful insights out of it. Topic modelling 

in this case, deals with the semantic meaning of each topic 

from the document and models it as a weighted combination 

of keywords. 

NMF algorithm can also be categorized as dimension 

reduction that works by teasing out the key topics that the 

body of the text is about. Figure 6. shows the graphical 

representation of NMF model, 

 

Figure 6. Non-negative matrix factorization (NMF) 

workflow model 

Cleaned Covid-19 data corpus was feed into the NMF 

algorithm to obtain the design matrix. For results 

improvisation, tf-idf transformation was applied to the counts. 

To get count design matrix, Count Vectorizer module from 

Sklearn python library was used. This will give the matrix of 

article and features where the value of each cell will be the 

frequency of each word in that article. Tf-idf was applied to 

transform the count with the model and it was then 

normalized to unit length for each row. NMF algorithm was 

then applied to these normalized tf-idf values to iterate over to 

each topic in the cluster and list down the important scoring 

words in each cluster. To ease out the computation and faster 

processing, 20 relevant topics were generated using NMF 

algorithm. 

4. RESULTS AND ANALYSIS 
In this section results are divided into two parts i.e. LDA 

Learnings and NMF Learnings to give in-depth analysis from 

the study. 

4.1. LDA Learnings 

LDA is typically evaluated by measuring performance on how 

the documents are classifies or by information retrieval. It can 

also be evaluated by training the model first and then test it 

with some unseen documents to investigate how model 

performs on unseen data. LDA models are also evaluated on 

the measure of coherence score and Perplexity. Coherence 

score is used to measure a single topic by examining the 

degree of similarity between high scoring words in that topic. 

It measures the relative distance between the word and the 

topic. There is multiple measure of topic coherence through 

which coherence score can be calculated. c_v was used as 

reasercher’s choice of metric to calculate the coherence score 

that used sliding window. The coherence score of the LDA 

model came out to be 0.5128. Perplexity defines on how well 

the topic modelling technique predicted sample and for LDA 

model it came out to be -10.90. To visualize LDA algorithm 

output, PyLDAvis library is used to from the Gensim package 

of python. 

 

Figure 7. Topics generated via LDA Algorithm 

PyLDAvis produces the visualization that consist of intertopic 

distance map which is interactive map that showcases each 

topic as the bubble on left hand side consisting of keywords. 

Each bubble on the left of the intertopic distance map 

represents a topic. Larger the size of the bubble, prevalent the 

topic is. Closeness of the topic can be measured how closer 

the topic is to each other.  A good topic model resembles 

some dominant bubble with smaller one disseminated on the 

plane. If intertopic distance map consists of more overlapping 

bubbles, it means there are more topics and model did not 

perform well. The right-hand side is showcasing the most 

relevant bigrams of the topic. This is the interactive chart 

which represents the bubble when any user highlight or select 

any word from the right-hand side list. 

The performance of the model can be evaluated how scattered 

the bubbles are on the plane of intertopic distance map. As 

this can be seen in the Figure 8. The intertopic distance map is 

created with the mmds (via multidimensional scaling) and 

there is some bubble overlapped on each other in first and 4th 

quadrant. “mmds” (multi-dimensional scaling)parameter 

which takes topic_term distance as input and outputs number 

of topics by 2 distance matrix. As there are still bubbling 

overlapping with the mmds as parameter, it’s time to 

investigate the result with another parameter like tsne. 



International Journal of Computer Applications (0975 – 8887) 

Volume 175 – No. 36, December 2020 

21 

 

 Figure 8. Intertopic Distance map using mmds parameter 

Figure 9. is created with tsne as the parameter of pyldavis. 

This is another dimensionality reduction technique which 

means t-distributed stochastic neighbor embedding and is 

used to visualize high dimensional data.  This seems to give 

us the better result as compare to mmds as there are hardly 

any overlapping of the bubble on the left-hand side. This 

confirms that the LDA model performed well on the COVID-

19 public media article dataset. 

  Figure 9. Intertopic Distance map using tsne parameter 

Word cloud is the best way to represent the data. The size of 

the word in the topic resembles to its frequency and 

importance. As it is seen in below graph, some of the words 

are highlighted in larger font. This clearly shows the 

importance and frequency of the word with respect to other 

word around it. 

Figure 10. Word cloud generated for each topic 

Above Figure 10. entails the keywords generated in each topic 

from each article.  For example, keywords generated in topic 

0 resembles to Finance. Likewise, topic modelling algorithm 

helped us to segregate the topic for each domain as shown in 

Figure 11.  

 

Figure 11. Inferring the topics from keyword 

4.2. NMF Learnings 
TfIdf transformation was applied to NMF to improve the 

results for covid-19 public media dataset. While evaluating 

NMF model, it need to consider the meaning of each topic, 

how prevalent the topic is in the overall corpus and the how 

the topics are interrelated.  NMF is a deterministic model for 

us to modify the probabilities of key terms and determine how 

they vary within each topic. To achieve better topic 

coherence, LDA is the best choice. 

 
Figure 12. Topics generated via NMF Algorithm 

The two figures above Figure 7. And Figure 12., in each 

section, show the results from LDA and NMF on the datasets. 

Of course, there is consistency between the words in each 

clustering. In LDA, topic#2 shows the words associated with 

healthcare industries as evident with words such as “drug”, 

“treatment”, “patient” and so on.  In NMF, it can be seen that 

in topic#0 there are many names clustered into the same 

category. These types of subjective headlines are very 

common in the articles during pandemic and outbreak. 

5. CONCLUSIONS AND FUTURE 

DIRECTIONS 

Topic Modelling is an evolving area in natural language 

processing and deep learning. With this, it has become helpful 

to understand the underlying semantic structure of documents 

and article and classify them accordingly. Using LDA and 

NMF methodology, topic modelling can be applied to set of 

text to correctly classify them based on their underlying 

structure. LDA performed better and allowed researcher to 

better learn the relationships among words, topics and article. 

It provided researchers the clear picture to visualize which are 

the areas impacted by COVID-19 outbreak. Through this 

research, it has been presented how Covid-19 pandemic 

caused financial fragility on businesses and other industries 

like technology, automobile and general industries like child 

day care, schools, colleges etc. In this research-based study, it  

has been analyzed that it has not only impacted small 

businesses but also international relationship and trade deals 

among two countries for instance, oil supply, energy, 

production of merchandise were also severely impacted. None 



International Journal of Computer Applications (0975 – 8887) 

Volume 175 – No. 36, December 2020 

22 

the less, restaurants and hospitality industries were at the peak 

that got impacted by Covid-19 pandemic. Corresponding 

regions, cities and states with the exposure to these industries 

were impacted as well and turned into bankruptcy. The 

proposed topic modelling identified the topics associated with 

the articles which in given to the classifier and generates the 

appropriate topics for the articles. The LDA model with 

number of topics as 20 achieved better performance and 

identified relevant topics. Also, the results provided by the 

system are easy to understand and infer and can be helpful in 

further strategic decision-making process. This approach can 

help government and policy makers to take decisions based on 

the current scenario. Different Governments are trying to 

stimulate the economy across the world and the findings from 

the paper can be used to bring back the economy on track.  

Thus, for any end user application that involves human 

interaction or that carries human intelligence, flexibility and 

coherence advantage of LDA warrants strong consideration. 

The excellence of LDA and NMF in topic modelling presents 

exciting research directions. Topic modelling is not an easy 

task as it requires lot of domain expertise and good knowledge 

about the underlying algorithm it is using. LDA is difficult to 

train due to the time-consuming calculations and its results 

need human interpretation. This research shows that the words 

of the learned topic are not properly similar however they are 

relevant to the topic predicted.   

Future directions of this research consist of optimizing 

hyperparameter using Grid Search. Also, finding dominant 

topic and determining the best number of topics for best 

modelling performance can be best future efforts to deep dive 

into topic modelling area. 
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