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ABSTRACT 

Diabetes is a severe, enduring disorder with a huge impact on 

the existence and health of individuals and the people around 

them. It happens due to insufficient production of insulin in 

human body. After a thorough research on this disease, it can 

be said that diagnosing diabetes at the early stage can help 

patients to control it and also knowing the probability of 

having the disease can be useful to the patients for taking 

necessary steps. So, for the prediction of this disease, a 

different approach has been taken which is developing a 

mathematical equation. To develop this equation, some basic 

medical information of a person have been used as 

parameters. Using this equation, 80% accuracy has been 

achieved. Three machine learning algorithms have been used: 

Logistic Regression, Support Vector Machine (SVM) and K-

Nearest Neighbor (KNN) on the dataset to verify the 

credibility of this equation. The accuracy attained for Logistic 

Regression, SVM and KNN is 86%, 91% and 83% 

respectively.  
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1. INTRODUCTION 
Nowadays healthcare monitoring data is growing immensely 

and it has different properties such as structured, semi-

structured and unstructured. In recent days, data-science and 

information technology play a vital role in providing services 

in the area of healthcare [1].  

Diabetes Mellitus known as diabetes is an organ disorder, 

occurs when the pancreas does not produce adequate insulin 

hormone to digest carbohydrate food or the body cells does 

not respond to insulin anymore. Foods that contain an 

extensive amount of glucose are oxidized for the production 

of energy in human body cells. By using this type of energies, 

the human body operates its physical activities. Insulin 

controls blood sugar in the human body [2]. It is produced in a 

natural way in a healthy human body. But in the case of a 

diabetic patient, the production of this insulin hormone 

decreases and therefore, blood sugar level increases in 

comparison with a sound body. This high blood sugar often 

causes nerve damage, kidney damage, eye damage, heart 

disease, skin hearing impairment, etc. Loss of limb, blindness 

is also some of the effects [3].  

Diabetes is one of the topmost 10 reasons of death in 

grownups, and it was predicted that it had affected four 

million deaths worldwide in 2017. Severe and deadly medical 

conditions can easily be developed by diabetic patients which 

may eventually result in unexpected death. So, diabetics is not 

curable, but it can be controlled. And to control it should be 

detected as early as possible. Therefore, a method to detect the 

disease at an early stage would be really beneficial [4]. 

In this paper, an approach is suggested to predict the 

probability of developing diabetes with the help of basic 

medical information which are directly and highly responsible 

for the development of diabetes. In this approach, a 

mathematical equation have been developed using eight basic 

medical information of a person as the parameters. And to 

verify the equation’s reliability, three machine learning 

algorithms (Logistic Regression, SVM, and KNN) have been 

used. 

The rest of the paper is structured as follows. In section 2 and 

3 describe literature review and proposed solution 

respectively. Section 4 contains detailed impression of the 

approach. Section 5 covers the result and comparison analysis. 

Lastly, section 6 and 7 draw the conclusion of this paper with 

some comments and ideas to improve this approach as future 

works. 

2. LITERATURE REVIEW  

2.1 Types of Diabetes 
Though diabetes has a number of different types, it is mainly 

divided into three categories: type 1, type 2, and gestational 

diabetes. 

2.1.1 Type 1 Diabetes (T1D) 
Type 1 diabetes (T1D) named as insulin-dependent diabetes, 

is a severe situation in which the pancreas produces little or 

no insulin. The actual reason of T1D is unidentified [4]. 

Generally, the human immune system which normally fights 

against harmful bacteria or viruses kills the insulin-producing 

cells in the pancreas by mistake. This type of diabetes cannot 

be cured efficiently with oral medications alone and the 

patients need to take insulin therapy [5]. 

2.1.2 Type 2 Diabetes (T2D) 
Type 2 diabetes (T2D) is the most widespread type of diabetes 

among all. Because, 90% of the diabetes are T2D. It is 

generally described with insulin resistance, where the body is 

unable to react with insulin. As, insulin is incapable to 

perform properly, blood sugar levels keep escalating and 

releasing even more insulin. For some people with type 2 

diabetes, this can sooner or later exhaust the pancreas, causing 

in the body producing less and less insulin, resulting in even 
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higher blood sugar levels (hyperglycemia) [7]. Older adults 

are very likely to have T2D, but is gradually happening to 

people of all ages. A lot of people with T2D have shown signs 

of prediabetes (impaired fasting glucose and/or impaired 

glucose tolerance) before meeting the criteria for type 2 

diabetes. Lifestyle factors and genetics are main reasons of 

developing T2D. Some lifestyle factors are responsible for 

T2D, including physical inactivity, obesity, and lack of sleep, 

stress and urbanization [6]. 

2.1.3 Gestational Diabetes Mellitus (GDM) 
Gestational diabetes mellitus (GDM) is the most severe and 

neglected threat to the mother and the unborn child. It occurs 

when a hormone produced by the placenta forces the body 

from not using insulin efficiently. It is fully curable, but 

requires careful medical observation throughout the 

pregnancy [7]. 

After a detailed research, it can be said that among these three 

types of diabetes, T2D is the most common as well as severe 

one and requires more attention than other two types. 

2.2 Diabetes Risk Factors 
As it is intended to predict the risks of T2D, so, only the risk 

factors of T2D has been discussed. Several factors 

combinedly affect the probability of developing T2D such as 

genes and lifestyle. Although it is impossible to change the 

risk factors such as age, ethnicity or family history but 

lifestyle risk factors like eating, physical activity, sleep time 

and weight can be changed. These lifestyle changes can help 

to control the chances of developing T2D. 

 Age: The risk of T2D increases with age, especially after 

the age 45. That is probably because people incline to 

exercise less, lose muscle mass and gain weight as they 

are aging. But type 2 diabetes is also increasing intensely 

among children, teenagers and younger adults too [8]. 

 BMI: BMI is a numerical value that can be obtained by 

dividing a person’s weight in kilograms (kg) by his /her 

height in meters squared. Overweight is a BMI of 27.3 or 

more for women and 27.8 or more for men. Obesity is a 

BMI of 30 or more for either gender [9].Obesity has been 

found responsible for almost 55% of cases of T2D [10]. 

 Blood Pressure (BP): Having high blood pressure or 

hypertension appears to accelerate the risks of T2D. 

Hypertension has two types of stages and they are: 

 Stage 1: Systolic 130–139 mm Hg and 

diastolic 80–89 mm Hg 

 Stage 2: Systolic 140+ mm Hg and diastolic 

90+ mm Hg [11] 

Whereas, 120/80 mm Hg is the normal blood pressure 

which should be maintained to avoid diabetes. A blood 

pressure (BP) of 130/80 mm Hg or less is the 

recommended therapeutic BP target for T2D patients. 

Because, diabetic patients can also develop hypertension 

and both of them can increase cardiovascular risk [12]. 

 Blood Sugar: High blood sugar (hyperglycemia) is 

another risk factor which contributes to the possibility of 

having diabetes. Blood sugar level below 200 mg/dl 

(randomly taken) and below 100 mg/dl (after fasting for 

8 hours) is normal. But, when a person is diagnosed with 

blood sugar level equal to 200 mg/dl or more (randomly 

taken) and equal to 126 mg/dl or more (after fasting for 8 

hours) have diabetes [13]. 

 Sleep: Sleep deprivation is a habitually ignored but it is a 

major risk factor for T2D. The link may seem 

unimaginable. Specifically, with constant sleep loss, 

fewer insulin is released in the body after eating. 

Meanwhile, human body secretes more stress hormones 

which makes it impossible to sleep and makes it tougher 

for insulin to do its job effectively. To sum up, a lot of 

glucose remains in the blood, which can raise the risk of 

developing T2D [14]. It is essential to get 7 to 9 hours of 

uninterrupted sleep regularly so that the body can work 

properly and lessen the risk of developing T2D and other 

health problems. 

 Physical Activity: Less physical activity is responsible 

for 7% of the burden of T2D in the European Region. 

T2D was until recently seen as a disease of middle-aged 

and elderly people, but it is now increasingly seen in 

youngsters and children. Exercise improves blood sugar 

control in T2D, reduces cardiac risks and helps in to 

weight loss process. Regular exercise may be able to 

prevent or slow down the T2D development. Everyday 

exercise, or at least 5 times a week for 20-30 minutes, is 

recommended to reduce the insulin resistance [15]. 

2.3 Machine Learning Algorithms 
A lot of Supervised Machine Learning algorithms are used in 

prediction system. So, ML algorithms has been used on the 

selected dataset. These algorithms will be discussed below. 

2.3.1 Logistic Regression 
Logistic regression is one of the most common ML 

algorithms, which comes under the Supervised Learning 

technique. It predicts the result of a categorical dependent 

variable. So, the result have to be either a discrete or a 

categorical value. It can be 0/1, true/False, Yes/No, etc. but 

instead of giving the precise value as 0 and 1, it gives the 

probabilistic values which is between 0 and 1. It is considered 

as one of the easiest Machine Learning algorithms that can be 

used for several classification problems such as cancer 

detection, Diabetes prediction, etc. [16] [17]. 

2.3.2 Support Vector Machine (SVM) 
Support Vector Machine (SVM) which is an algorithm of 

Supervised Machine Learning used for both regression and 

classification. But, for most of the cases, it is used in 

classification problems. The goal of this algorithm is to 

generate the best decision boundary that can separate n-

dimensional space (where n is number of features) into classes 

so the new data points can be put easily in the accurate group 

in the future. This best decision boundary is known as a 

hyperplane. Then, classification is executed by finding the 

hyperplane that segregates the two classes properly. SVM 

selects the extreme points or vectors that help in generating 

the hyperplane. These extreme points or vectors are known as 

support vectors, and so the algorithm is named as Support 

Vector Machine [18] [19]. 

2.3.3 K-Nearest Neighbor (KNN)  
K-Nearest Neighbor (KNN) is one of the easiest Supervised 

Machine Learning algorithms. It assumes the similarity 

between the new data point and available data points and 

place the new data point into the class that is most similar to 

the available classes. It saves all the available data and 

categorizes a new data point depending on the similarity. So, 
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when new data arrives, it can be easily categorized into a 

perfectly suited class. As, this algorithm does not make any 

statement on primary data so it is known a non-parametric 

algorithm. It is also called as a lazy learner algorithm because 

it does not learn from the training set straightaway, rather it 

saves the dataset and when it gets new data, then it classifies 

that data into a class that is much similar to the new data [20]. 

2.4 Related Works 
There is a lot of research on diabetes happening all around the 

world. Diabetes prediction is really tough but now-a-days 

with the help of healthcare monitoring data and machine 

learning algorithm prediction is less tough than before. 

A model grounded on data mining methods for predicting 

type 2 diabetes was proposed. The model could categorize 

patients into either confirmed patients or suspected patients in 

5 years from the first checkup time for T2D. Based on a series 

of preprocessing procedures, the model was consisted of 

double-level algorithms. In the initial level, the improved K-

means algorithm was used to eliminate inaccurately clustered 

data and the improved dataset was used as input for next level. 

Then, the logistic regression algorithm was used to classify 

the remaining data. The 10-fold cross validation was used to 

improve the accuracy of the prediction model and to make a 

model adaptive to more than one dataset. The kappa statistic 

was used to judge the consistency of the model. It was 

showed that the model attained a 3.04% higher accuracy of 

estimation than those of other researchers [21].  

Another study was about the emergence of some dependable 

initial detection systems and several healthcare associated 

systems from the medical and diagnosis data done by both the 

data mining and healthcare industry. The data mining models 

(predictive and descriptive) in the reviewed paper were 

identified. The tasks such as clustering, association rules, 

correlation analysis used for descriptive models and 

classification, regression and categorization used for 

predictive models, derived from the papers were reviewed. 

The methods broadly used for classification were statistical, 

discriminant analysis, decision tree, Markov based, swarm 

intelligence, KNN, genetic classifiers, artificial neural 

network, support vector, association rule, Bayesian classifier 

and logistic regression. As the conclusion, it was said that it 

was important to design a hybrid model which could resolve 

the mentioned issues and the future directions was to enhance 

the predictions using hybrid models [1]. 

This paper was concentrated upon the predictive analysis of 

diabetic cure using a data mining technique to discover 

patterns that identified the best mode of treatment for diabetes 

across dissimilar age clusters in Saudi Arabia. Oracle Data 

Miner (ODM), support vector machine algorithm was used. 

Dataset was analyzed into five age groups. Six types of 

treatment of diabetes were described. The pattern of the 

researchers of the work indicated that drug treatment was 

operative for both groups of patients but more operative for 

patients in the old age group [22]. 

The emerging optimization algorithms and machine learning 

algorithms were summarized in this paper. Three types of 

optimization algorithms and four types of machine learning 

algorithms were discussed. The four applications in the field 

of diseases diagnosis were considered and the important 

challenges in the deployment of disease were discussed [23]. 

Study on various prediction techniques and tools for machine 

learning in practice were discussed in this paper. How to get 

pattern from a large dataset and specific steps on how to apply 

machine learning to data were evaluated. Various algorithms, 

some tools and libraries were talked over. Some diseases were 

also considered and how to process its data while doing 

diagnosis and predictions using machine learning were 

showed [24]. 

3. PROPOSED METHODOLOGY 
Diabetes is a common but a chronic disease with serious 

consequences such as long-term damage and disabling body 

parts. As, it disturbs many parts of the body so, if left 

untreated, can create severe health issues for example kidney 

failure, heart disease, blindness, stroke, and lower-limb 

amputation and so on [4]. It currently affects 200 million 

people and is the 5th cause of death throughout the world 

[25]. 1 in 2 (232 million) people with diabetes are untreated. It 

has affected 4.2 million deaths till now. Diabetes caused 

minimum 760 billion dollars USD as health expenses in 2019 

which now makes it an expensive disease too [7]. 

All this facts and severe consequences of diabetes motivated 

us to create a system which can help people to predict the 

possibilities of having diabetes with the basic medical 

information. Because, if a person knows that he has a chance 

of being a diabetic patient at an early stage, he may be able to 

control the severity of the disease. Also, he will be warned in 

advance and let himself diagnosed thoroughly. 

3.1 The Workflow of the Proposed Method 
To understand the research topic in-depth, several papers were 

studied. After a comprehensive study, some methods and 

ideologies were nearly similar to the selected research topic. 

But there are criticisms on those methods. Therefore, a new 

and different method is proposed to identify the risk 

percentage of diabetes more accurately. Steps taken to 

propose the method is provided below (figure 01): 

 At first, the dataset was finalized which has been used for 

the method. Then, a deep research has been done on the 

attributes of the dataset and their relevance with the risk 

of diabetes. 

 Then, an attempt to find the co-relations between 

different attributes of the selected dataset has been taken 

by precisely analyzing the properties, relational 

dependencies between two or more single attributes. 

 From the background analysis, it has been identified that 

age, BMI, high blood pressure, high sugar intake habit of 

patients have a proportional relationship with the risk of 

diabetes while low physical activity and regular sleep 

deprivation of the patients have an inversely proportional 

relationship with the risks of diabetes . 

 The focus of research has been placed to develop a 

mathematical equation that could satisfy all the 

proportional and inversely proportional relationship 

between each and every identified attribute to predict the 

risk of diabetes. 

 While developing the mathematical equation, it was 

realized that some attributes may affect the risk 

percentage more than the others. To be precise, a person 

with a higher value of BMI than the average is a potential 

diabetic patient. So, BMI attribute alone increases the 

risk here. That is why, the percentage of risk each 
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attribute possess has been considered individually. 

Because, these attributes could affect the total percentage 

drastically. 

 Lastly, to check the accuracy and productivity of the 

derived equation, the attributes of derived mathematical 

equation has been replaced with appropriate data from 

the dataset. 

Figure 1: Flowchart for the Proposed Method of Diabetes Prediction 

4. IMPLEMENTATION 

4.1 Derivation of the Mathematical 

Equation 
The target is to generate the highest probability of having 

diabetes based on the factors (attributes) of the dataset. The 

factors are age, Body Mass Index (BMI), Blood Pressure 

(Systolic and Diastolic), Blood Sugar (Fasting and random), 

Exercise Time and Sleeping Time. The Risk of Diabetes has 

been denoted as RoD.  

Among all the factors, some of them are proportional with the 

risk. It means if the value of these factors increases then the 

probability of risk also increases. Again, some of the factors 

are inversely proportional with the risk. . It means if the value 

of these factors decreases then the probability of risk also 

increases. So, the relationship between the individual 

proportional and inversely proportional factors with the risk 

(RoD) is shown below. Here, SBP, DBP, BSL, ET and ST 

stand for Systolic Blood Pressure. Diastolic Blood Pressure, 

Exercise Time and Sleeping Time respectively. 

Now, for all the eight factors [26] [27]: 
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After combining the proportional and inversely proportional 

relationships with RoD, the mathematical equation is derived. 

And it is given below. 
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In equation 9, to replace the proportional sign with equal sign, 

a constant K is used and finally the desired mathematical 

equation is derived. 

        
               

  

  
                        

  
 

(10) 

4.2 Computation for the Constant K 
In the previous section 4.1, an equation with both proportional 

and inversely proportional factors with respect to the risk of 

diabetes has been created. The value of individual factors was 

collected from authentic sources that are responsible for 

producing highest risk of diabetes [15] [28] [29] [30] [31] 

[32]. The risk values for each individual factors are shown in 

the table 1. 

Table 1: Highest and Lowest Risk Value of Each Factors 

Attributes Lowest 

Factor 

Highest 

Factor 

SI Units 

Age 0.5 years 47 years s 

BMI 18 kg/m2 35 kg/m2 kg/m2 

Systolic Blood 

Pressure 

120 mmHg 140 mm Hg pa 

Diastolic Blood 

Pressure 

80 mmHg 90 mm Hg pa 

Blood Sugar 

(Fasting) 

5.5 mmole/L 7 mmole/L m/L 

Blood Sugar 

(Random) 

7.8 mmole/L 11 mmole/L m/L 

Sleep Time 4 hours  s 

Exercise Time 20 minutes  s 

For these highest risk value of each individual factor, the 

probability of having diabetes is considered as 100% and then 



 

21 

the value of constant K has been generated. All the Factors 

need to be converted into SI units. 

So, the attributes of the equation 10 are replaced with highest 

risk value for each factors. And for the highest risk value of 

each individual factor, let the probability of having diabetes 

be 100%. So, the equation transforms as: 

        
                     

     
 

 
                          

   
 

 

(11) 

Transferring all the values into SI units: 

                        

                       
                         

      
 

                  
                          

       
 

(12) 

After solving the above equation, a value of constant K is 

attained. And the value is 

                                     (13)  

4.3 The Deployment of Machine Learning 

Algorithms 
To verify the integrity of the mathematical equation, three 

machine learning algorithms have been applied on the dataset. 

The machine learning algorithms are Logistic Regression, 

SVM, and KNN. Before applying the algorithms on a dataset, 

the dataset has to go through some series of steps and these 

steps are combinedly known as ML methods.  

 
Figure 2: Flowchart for Machine Learning Algorithms 

At first, the dataset has been cleaned by removing the null and 

infinite values. From the cleaned dataset, the highly weighted 

influencers (attributes) has been identified. In the next step, 

the dataset has been prepared for training and testing process. 

Then, the dataset has been trained by the ML algorithms for 

prediction. If the false result is generated from the prediction 

then the algorithms needs to be retrained by preparing the 

dataset for training and testing process. And if the true result 

is generated then the desired outcome will be achieved (figure 

2). For the SVM model, kernel = linear and for KNN model, 

K = 2 have been considered.  

5. RESULT ANALYSIS 
In this chapter, the experiment’s result has been analyzed. For 

the prediction, a mathematical equation has been formed. To 

get the predictive risk percentage by solving the equation, a 

dataset which was suitable for the research was selected. 

5.1 Dataset 
All the information was collected from different web sources 

where more than 1000 people submitted their all health 

indexes in real-time (current status of Diabetes). Only a few 

participant’s data has been considered in this paper.  

5.2 Prediction of the Risk of Diabetes 

5.2.1 The Prediction Process 
The selected dataset contains some necessary factors that have 

strong relations with the risk of diabetes than the others. And 

the derived equation has been created based on the factors that 

generates an initial risk as an output for a given input 

containing all the considered factors. And the output is the 

basic risk probability without considering the individual 

factors that are very strongly associated with and can change 

the risk probability significantly. So, checking one by one all 

the factors that are strongly associated with the risk and 

changing the risk probability is necessary. Following these 

concepts, the final output risk probability has been generated. 

5.2.2 Calculation for Risk Percentage 
For a given input into the equation, it gives an output of 

general risk probability. After that, some cases where the 

factors are most responsible for resulting the risk percentage 

of diabetes need to be considered. To do this step, some 

conditions needs to be followed and they are given below: 

 When the risk is less than 25%, it means one has less 

probability of having diabetes. Here, sleeping time that 

appears as a less risk factor of having diabetes 

comparatively than the other attributes has been 

considered. In this case, if the diabetes risk of a person is 

less than 25% and sleeping time is less than 4.5 hours, 

then the initial risk value has been increased to 5%. 

 When the risk is less than 30%, the factor exercise time 

has been considered. If the exercise time is less than 20 

minutes, then again, the initial risk value has been 

increased to 5%. 

 Now, one of the most important cases where the risk 

value is less than 50% and systolic blood pressure is less 

than 120mm Hg. It was confirmed that a systolic blood 

pressure (SBP) is associated with type 2 diabetes and a 

1mm Hg increase is associated with a 1%–4% increase in 

type 2 diabetes risk.  So, during this described case, the 

initial risk has been multiplied with 3 for each 1mm Hg 

increase. 

 When the risk is less than 90%, then both age and BMI 

factors have been considered. BMI according to three age 

groups has been considered and they are: less than 18 

years, greater than 18 years and less than 45 years, 

greater than 45 years. At each age group, the risk has 

been converted into 100% and then calculated for five 

circumstances. 

 For the Age less than 18 years age group, if 
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 BMI is less than 18.5, then initial 

risk increases 7.0% 

 BMI is greater than 18.5 and less 

than 25, then initial risk increases 

10.5% 

 BMI is greater than 25 and less than 

30, then initial risk increases 24.5% 

 BMI is greater than 30 and less than 

35, then initial risk increases 38.5% 

 BMI is greater than 35, then initial 

risk increases 52.5% 

 For the Age greater than 18 years and less 

than or equal to 45 years group, if 

 BMI is less than 18.5, then initial 

risk increases 7.0% 

 BMI is greater than 18.5 and less 

than 25, then initial risk increases 

8.4% 

 BMI is greater than 25 and less than 

30, then initial risk increases 21% 

 BMI is greater than 30 and less than 

35, then initial risk increases 24.5% 

 BMI is greater than 35, then initial 

risk increases 42% 

 For Age greater than 45 years group, if 

 BMI is less than 18.5, then initial risk increases 

3.5% 

 BMI is greater than 18.5 and less than 25, then 

initial risk increases 5.6% 

 BMI is greater than 25 and less than 30, then 

initial risk increases 10.5% 

 BMI is greater than 30 and less than 35, then 

initial risk increases 17.5% 

 BMI is greater than 35, then risk initial 

increases 24.5% 

 When the risk is less than 95%, it means someone has 

highest risk of having diabetes. And in diabetes 

prediction, blood sugar level is one of the main factors. 

Because of this factor alone, someone can have highest 

risk. So, the blood sugar level as the highest risk factor 

has been considered here. 

 If someone’s fasting blood sugar level is 

between 5.5 to 6.9 mmol/l, 5.5mmol/l from 

one’s fasting blood sugar level has been 

subtracted and multiplied it with 24 and then 

added the result with the initial risk. And when 

one’s fasting blood sugar level less than 7, the 

risk has been considered as 100%. 

 If someone’s random blood sugar level is 

between 7.8 to 11 mmol/l, 5.5 mmol/l from 

one’s fasting blood sugar has been subtracted 

and multiplied it with 12 and added the result 

with the initial risk. And when one’s random 

blood sugar is less than 11, the risk has been 

considered as 100%. 

5.3 Performance Comparison among 

Mathematical Equation and Machine 

Learning Algorithms 
As, three machine learning algorithms have been applied on 

the dataset to verify the reliability of the mathematical 

equation, some comparison results have been achieved. For 

comparison purposes, accuracy, precision, recall, F1-score 

and AUC-ROC curve have been used. These comparison 

results are shown in form of some bar charts. 

 
Figure 3:  Bar Chart of Accuracy 

 
Figure 4:  Bar Chart of Precision 

 
Figure 5:  Bar Chart of Recall 

 
Figure 6:  Bar Chart of F1 Score 
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Figure 7:  AUC-ROC Curve  

From these figures, it can be clearly seen that, the accuracy 

measures of these ML algorithms and the derived 

mathematical equation is quite close. For a better 

understanding, the percentage of accuracy measures are 

illustrated in a tabular format in table 2. 

Table 2: Performance Comparisons among Equation and 

ML Algorithms 

Accuracy 

Measures 

Logistic 

Regression 

SVM KNN Mathematical 

Equation 

Accuracy 86% 91% 83% 80% 

Precision 97% 97% 97% 78% 

Recall 81% 91% 67% 63% 

F1 Score 85% 97% 81% 76% 

AUC 0.94 0.91 0.81 0.74 

 

6. CONCLUSION 
As a long-lasting disease, diabetes can make its patients suffer 

for the rest of his life. After developing diabetes once, it 

cannot be cured. But, it can be controlled. The earlier it is 

diagnosed, the easier it will be to control this disease. And, 

this system can play an important role here. This system will 

predict the probability of a person’s having diabetes and if the 

probability in near 60%, the person will know that and he can 

change the lifestyle habits which affects the possibility and 

then he will probably able to avoid diabetes. But, if 

unfortunately, the probability is over 60%, the person can go a 

doctor and be able to control it before it gets too late. It will 

be a great help to the people who may not have the financial 

ability to take a diabetes diagnosis whenever he/she wants. 

Lastly, the hope is to reduce the number of patients who are 

suffering from diabetes and also the increasing death rate 

solely because of diabetes. 

7. FUTURE SCOPE 
Based on a patient’s percentage of risk of having diabetes, the 

system can be developed so that it can provide a set of 

suggestions using reinforcement learning algorithm for the 

diabetic patients to control it. Then, it will further generate 

suggestions based on the patient’s negative or positive 

outcome by following the system’s previous generated 

suggestions. The patient’s clinical histories will be stored time 

to time so that the system can generate appropriate 

suggestions to gain the best possible outcome. 
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