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ABSTRACT

One of the mandatory processes for all those types of applications is the inquiry process of the stored huge amounts of data. Such process is either a predefined or an ad-hoc query. From the logical point of view, the query process depends mainly on many algebraic operations, including selection, projection and joining operations. The most important one of them is the join operation, which represents the key factor of the inquiry process to retrieve the related information from different data tables. Many approaches have been proposed aiming to reduce the cost of join operations. Yet, there is still a need for more query optimizing processes in order to reduce the query response time. This paper proposes an enhanced optimal query processing approach for inner and outer join, where the proposed model exploits an adopted Ant Colony Optimization.
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1. INTRODUCTION

Efficient methods for query processing is one of the critical issues in the development of any efficient DBMS. Since most of the queries are complex, then the needs for a “query optimizer” is very essential to achieve an efficient query processing [14]. A complex query, which may contain a large group of relational tables, needs a long chain of join operations, which, is “equivalent to the query access plan”. This equivalent access plan needs a cumbersome and large computational effort. Therefore, to minimize the processing time of a query, we have to emphasize mainly on the minimization of processing efforts of that chain of join operations. In other words, we have to determine that join tree, which is equivalent to the best sequence of join operations. That such tree is called an optimal query access plan. Query optimizer is a part of the DBMS that is responsible for examining and assessing different alternatives of Query Access Plans(QAPs) for a given user query and choosing an efficient one [10].

The main objective of the present research work is to enhance the preprocessor for the determination of the optimal access plan of the outer join query based published research of Hany A. Hanafy and Ahmed M. Gadallah [6]. The processor is based on Ant Colony Optimization (ACO) and limited only to the logical optimization phase. The results of the published models are not sufficiently available, but for the sake of comparisons, the results of our enhanced model have been compared with that generated by SQL Server 2012.

This paper is organized as follows: section 2 explains the optimization process. The query access plan problem is given in section 3. Section 4 presents the proposed cost model. Section 5 discusses the proposed ACO algorithm approach for getting the optimal QAP. Section 6, illustrates the experimental work made to evaluate the proposed model. Finally, section 7 concludes the paper.

2. OPTIMIZATION PROCESS

We have to mention that, the query optimization step, [4] is the most critical step in query processing procedure [22], especially for complex queries, which often contains a large number of join operations [2]. Query optimization has two levels, the first level is the logical optimization and the second one concerns with physical optimization process [21].

The main task of the logical optimizer is to select the optimal access plan of the query [9]. The input of the logical optimization process is a query graph equivalent to the high-level declarative command such as SQL, and the output of the process is an optimal tree for the sequence of join operations derived from that given query graph [5]. Query graph, which represents the input of the logical optimization, consists of a set of nodes and edges as any conventional graph [7]. Each node represents one of the base relations and each edge represents the intersected common attributes of two connected nodes representing base relations. According to the commutative, equivalence and associative rules for the join operators, the logical optimizer generates firstly many different join trees, each of them is equivalent to the given query graph. For that such join tree, every base relation is represented by a leaf and the results of the join operation is represented by an inner node [3]. The assessment criteria of the logical optimizer depends mainly on the total cost of join operations included in any query access plan alternative.

On the other hand, the physical optimizer focuses on the optimal procedures to process join operations of the optimal query access tree [18]. The criterion of physical optimization is the input-output processing cost [1].

3. THE QUERY ACCESS PLAN PROBLEM

Join operation is one of the algebraic operations which needs a highly processing time [12]. Consequently, for a complex query, the processing of the query is affected mainly by highly execution effort of join operations [13]. This effort depends on the sequence of join operations of the different relations of a given query which is usually called the Query Access Plan (QAP) [15]. Therefore, the QAP problem is one of combinatorial problems where the search space contains all alternatives of QAP [19]. This type of combinatorial problem is usually represented by a graph structures which can be replaced by different alternatives of binary trees. The space contains all those binary trees represents the search space of the QAP problem, [16].

The present research is concerning mainly with the logical optimizer where the input is a query graph. Recently, many
previous works are focused on algorithms of obtaining an optimal access plan of a complex query. These algorithms are divided into four different categories: (a) Deterministic Algorithms. Every algorithm in this category creates a solution, systematically, in a deterministic way, either by applying a heuristic search technique [24], (b) Randomized Algorithms, which aim to find the state which solution gives the globally minimum cost, [25] (such as Iterative Improvement Algorithm [27], Simulated Annealing Algorithm (SA) [28], Two-Phase Optimization (2PO) [26], Tourased Simulated Annealing [29], and Random Sampling [30]), (c) Genetic Algorithms, which inspire the biological evolution by using a randomized search technique, while looking for good problem solutions[31]. It begins basically with a random population and generates offspring by random crossover and mutation. The members that survive the subsequent selection are considered the “fittest” ones [32], and the next generation relies on them. And the algorithm reaches its end when there is no further improvement and the solution is represented by the fittest member of the last population [24], and (d) Hybrid algorithms, which combine the strategies of pure deterministic and pure randomized algorithms: solutions obtained by deterministic algorithms are used as starting points for randomized algorithms or as initial population members for genetic algorithms [16], [20].

In literature, reaching an optimal QAP requires achieving two consecutive operations. The first operation is concerned with constructing the QAPs search space, including a set of binary trees. Each binary tree is equivalent to a candidate QAP derived from the complete query graph of the relations involved in the query statement. Rationally, the complexity of a query statement is proportional to the cardinality of its search space. Commonly, the cardinality of the search space of a query statement with n involved relations is (n-1)! [20]. Almost, left-deep tree structure is used to represent QAPs in the search space. It consists of different levels of internal nodes. The lowest level of those internal nodes is derived by joining any chosen couple of base relations. On the other hand, any other internal node is derived by joining two nodes, the right node is one of the base relations and the left one is the just lower internal node in the query tree [20]. Consequently, the second operation is concerned with evaluating each candidate QAP according to a specific cost function in order to select a QAP with the lowest cost.

4. THE PROPOSED COST MODEL

Generally, to formulate a cost model for a QAP, we have to identify firstly the factors that affect the cost of a query. Those factors include: (a) The number of base relations, (b) the equivalent join tree, (c) the expected cardinality of each involved relation, and (d) the expected occurrence for each distinct value of the involved relations’ attributes [3]. Some of these factors are known a priori, such as the number of involved relations and the structure of the join tree. In contrary, other factors are not known before processing such as the expected cardinality of each relation [11], and the expected occurrence frequency for each distinct value of each attribute. Commonly, the expected cardinality, number of tuples, of each leaf relation lies between the expected lower and upper bounds of that relation cardinality. For simplicity, the average of lower and upper bounds for each relation is taken as its expected cardinality. If the relation is an intermediate node, the cardinality of this relation generated out of the join operation may depend on the number of distinct values for each joining attribute that belongs to both of the two intersected relations. Actually, the number of distinct values of each attribute is not explicitly given. So, to estimate the number of distinct values, a probability distribution for the distinct values of each attribute may be used. The probability of each distinct value for a specific attribute depends on the occurrence frequency of this attribute. Suppose that, a specific attribute has N distinct values and the distribution of the distinct attribute values is a uniform one. Consequently, the probability of the occurrence of any distinct value of this attribute equals (1/N). Generally, the proposed cost model is based on both of the expected occurrence of each distinct attribute value which has been assumed as a uniform distribution and the number of tuples of the intermediate relations. Commonly, the cost of join operations involved in a complex query having m relations can be estimated as follows.

Assuming that ti represents an inner node in the join tree for each i in [1, m] where m represents the involved number of relations in the join tree. Accordingly, the cost equation of any join tree equivalent to one of candidate QAPj is given by equation (1):

\[
\text{Cost}(QAP_{j}) = \sum_{i=1}^{m-1} n(t_i)
\]

(1)

Where, \( n(t_i) \) is the expected number of tuples in relation \( t_i \) which may be a leaf relation or an intermediate relation in the join tree corresponding to a candidate QAPj.

On the other hand, the length of any intermediate relation \( t \) is \( n(t) \), where the relation \( t \) represents the result of the joint operation between the two involved relations \( r, s\). Such length can be computed using equation (2).

\[
n(t) = (\text{Cartesian product of relations } r \text{ and } s) \times \text{selectivity factor}
\]

(2)

In other words, the expected length \( n(t) \) can be given as shown in equation (3).

\[
n(t) = \frac{n(r) \times n(s)}{\prod_{j \in c} \max (v(c_j, r), v(c_j, s))}
\]

(3)

Where, \( n(r) \) and \( n(s) \) represent the count of tuples in relations \( r \) and \( s \) respectively, \( v(c, r) \) and \( v(c, s) \) represent the number of distinct values of each joining attribute \( c \) in relations \( r \) and \( s \) respectively and \( c \) represents the set of joining attributes.

As an exceptional case, if there is no joining or common attributes between relations \( r \) and \( s \) then \( t \) will represent the Cartesian product of relations \( r \) and \( s \). Consequently the join selectivity factor becomes equal to 1. Thus, equation (3) will be reduced to as depicted in equation (4).

\[
n(t) = n(r) \times n(s)
\]

(4)

The estimated number of distinct values for each attribute \( A \) in the resulted relation \( t \) from a join operation between two relations \( r \) and \( s \) given by equation (5).

\[
V(A,t) = \begin{cases} 
V(A,r); & A \in r \setminus s \\
V(A,s); & A \in s \setminus r \\
\min(V(A,r), V(A,s)); & A \in r \cap s 
\end{cases}
\]

(5)

Where \( V(A,r) \) and \( V(A,s) \) are the estimated count of distinct values for attribute \( A \) in relations \( r \) and \( s \) respectively.

As described in equation (5), if an attribute \( A \) belongs to both relations \( r \) and \( s \) then the estimated number of its distinct values in the resulted relation \( t \) will be the minimum number of distinct values of attribute \( A \) in both \( r \) and \( s \).
5. THE PROPOSED ACO FOR OPTIMAL QAP PREPROCESSOR

The enhanced proposed query optimization approach aims to reach an optimal query access plan from all candidate query access plans for a given query statement. It represents an ant colony-based optimization approach. Commonly, the collective and cooperative behavior of ACO generating from the interaction of different search threads makes it effective in solving combinatorial optimization problems [23]. In fact, an ACO algorithm uses a set of artificial ants (individuals) which transact to reach the solution of a given problem by exchanging information via pheromone deposited on graph edges [17]. The ACO algorithm is employed to imitate the behavior of real ants and it can be represented as depicted in Algorithm 1[8].

Algorithm 1: Ant colony optimization.

Initialize
Loop
Each ant is positioned on a starting node
Loop
Each ant applies a state transition rule to incrementally build a solution and a Local pheromone updating rule
Until all ants have built a complete solution
A global pheromone updating rule is applied
Until reach to optimal solution
End.

The proposed approach to estimate the optimal QAP by ACO has the following steps:

1. Compute the selectivity factor as shown in equation (6).
\[ \eta_{ij} = \frac{1}{d_{ij}} \] (6)
Where, \( d_{ij} \) represents the number of tuples resulted from joining relations \( i \) and \( j \).

2. Calculate the cardinality of the resulted relation from joining relations \( i \) and \( j \) using equation (7).
\[ d_{ij} = \frac{n_i n_j}{\max(n_i, n_j)} \] (7)
Where \( n_i \) and \( n_j \) indicate the number of distinct values of attribute \( c_i \) and \( c_j \) in the relation \( i \).

3. Compute the new pheromone value of the inter node representing the result of joining relations \( i \) and \( j \) using equation (8).
\[ \tau_{ij} = (1 - P) \times \tau_{ij} + \sum_{k=1}^{m} \Delta \tau_{ij}^k \] (8)
Where, \( P \) indicates the evaporation rate, \( m \) is the number of ants and \( \Delta \tau_{ij}^k \) represents the amount of pheromone change made by ant \( k \).

4. Consequently, equation (9) is used to compute the quantity of pheromone \( \Delta \tau_{ij}^k \) for a specific ant \( k \).
\[ \Delta \tau_{ij}^k = \begin{cases} \frac{Q}{L_k} & \text{if ant } k \text{ uses edge } \{i, j\} \text{ for relations } i \text{ and } j \text{ in its tour} \\ 0 & \text{otherwise} \end{cases} \] (9)
Where, \( Q \) is a constant, and \( L_k \) is the count of tuples (effort) of the joining tour constructed by ant \( k \).

5. Finally, equation (10) is used to calculate the probability \( P_{ij}^k \) of joining relation \( j \) with relation \( i \) by ant \( k \).
\[ P_{ij}^k = \begin{cases} \frac{\eta_{ij}^{\alpha} \tau_{ij}^k}{\sum_{i' \in \mathcal{N}(s^p)} \eta_{i'i}^{\alpha} \tau_{i'i}^k} & \text{if } C_{ij} \in \mathcal{N}(s^p) \\ 0 & \text{otherwise} \end{cases} \] (10)
Where \( \mathcal{N}(s^p) \) is the set of feasible access plan edge \( \{i, L\} \) where \( L \) is the entities not yet visited by ant \( k \), and both parameters \( \alpha \) and \( \beta \) control the relative importance of the pheromone versus the heuristic information \( \eta_{ij}^p \).

6. EXPERIMENTAL RESULTS

The results of the enhanced proposed approach are compared with that generated by SQL Server 2012. The enhanced proposed cost function is taken as a factor for evaluation and comparison. The software tools that are used in these experiments are SQL Server 2012 enterprise edition, visual C# net 2012. Northwind database is used in the case study which is a sample database in SQL Server that contains the sales data for a fictitious company that imports and exports food items around the world. The comparative criterion that is used in the evaluation is based on the formula that is used in the cost function. This criterion represents the cost of the selected QAP and which is computed using equation (1). The evaluation is based on the cost function as a comparative criterion. To generate estimated optimal query access plan in SQL Server 2012, we depend on the output of the utility “Display Estimated Execution Plan” that is included in SQL Query Analyzer tool. The used cases are given in table (2). Table (3) includes the cases and the results.

<table>
<thead>
<tr>
<th>Index</th>
<th>Relation</th>
<th>Index</th>
<th>Relation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Orders</td>
<td>7</td>
<td>Shippers</td>
</tr>
<tr>
<td>2</td>
<td>Orderdetails</td>
<td>8</td>
<td>Region</td>
</tr>
<tr>
<td>3</td>
<td>Employees</td>
<td>9</td>
<td>Products</td>
</tr>
<tr>
<td>4</td>
<td>Customers</td>
<td>10</td>
<td>Territories</td>
</tr>
<tr>
<td>5</td>
<td>Suppliers</td>
<td>11</td>
<td>EmployeeTerritories</td>
</tr>
<tr>
<td>6</td>
<td>Categories</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As shown in table (2), it can be noted that in the cases 4, [6-10], 11, [14-17], 19, [20-23] and 25, the proposed query optimization approach has lower cost than SQL Server 2012 query optimizer. That is the relative cost of the proposed approach to SQL Server 2012 is between 0.38 (in case 4) and 1.03 (in case 5). While such relative cost in the cases 13, 18, 20 and 24 the proposed query optimizer has a very little reduction in processing cost by around 17%. Also, there are five cases namely 1, 2, 3, 7 and 12 have the same processing costs. As shown in table (3), it can be noted that, the overall variability range of the proposed optimizer is lower than the overall variability range of SQL Server optimizer. On the other hand, it is clear that the overall mean cost of the proposed optimizer is lower than that in SQL Server 2012 optimizer, and the variability range of the proposed approach is lower than the variability range of SQL Server.
Table 2. Comparison of between the proposed optimizer and SQL Server optimizer

<table>
<thead>
<tr>
<th>Case No.</th>
<th>No. of relations</th>
<th>Sequence of inserted relations in the corresponding case</th>
<th>Estimated path by SQL Server 2012</th>
<th>Cost of estimated path in SQL Server 2012</th>
<th>Estimated path by the proposed approach</th>
<th>Cost of estimated path in the proposed approach</th>
<th>Relative cost between the proposed approach and SQL Server 2012</th>
<th>Relative average cost of the proposed approach to SQL server 2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>3/2/1/9</td>
<td>1/3/2/9</td>
<td>9300</td>
<td>1/3/2/9</td>
<td>9300</td>
<td>1</td>
<td>88%</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4/3/2/1</td>
<td>3/1/4/2</td>
<td>6600</td>
<td>4/1/3/2</td>
<td>6600</td>
<td>1</td>
<td>70%</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>6/2/1/9</td>
<td>6/9/2/1</td>
<td>8080</td>
<td>6/9/2/1</td>
<td>8080</td>
<td>1</td>
<td>90%</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>8/2/1/3</td>
<td>8/2/1/3</td>
<td>108000</td>
<td>3/1/2/8</td>
<td>41300</td>
<td>0.38</td>
<td>86%</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>7/3/1/7</td>
<td>7/3/1/4</td>
<td>2600</td>
<td>7/3/1/8</td>
<td>2670</td>
<td>1.03</td>
<td>78%</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>3/11/2/1/9</td>
<td>2/1/9/3/11</td>
<td>26285</td>
<td>1/3/2/9/11</td>
<td>23585</td>
<td>0.90</td>
<td>86%</td>
</tr>
<tr>
<td>7</td>
<td>9</td>
<td>4/3/2/1/9</td>
<td>1/3/4/2/9</td>
<td>10600</td>
<td>1/3/4/2/9</td>
<td>10600</td>
<td>1</td>
<td>90%</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>5/6/2/1/9</td>
<td>2/1/9/5/6</td>
<td>16000</td>
<td>9/8/5/2/1</td>
<td>8160</td>
<td>0.51</td>
<td>88%</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>4/7/2/1/9</td>
<td>2/1/9/4/7</td>
<td>16000</td>
<td>4/7/1/2/9</td>
<td>10000</td>
<td>0.63</td>
<td>86%</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>4/8/2/1/9</td>
<td>1/8/4/2/9</td>
<td>95400</td>
<td>1/4/2/9/8</td>
<td>45300</td>
<td>0.47</td>
<td>78%</td>
</tr>
<tr>
<td>11</td>
<td>6</td>
<td>4/3/11/2/1/9</td>
<td>1/2/9/4/3/11</td>
<td>30285</td>
<td>1/4/3/2/9/11</td>
<td>24885</td>
<td>0.82</td>
<td>86%</td>
</tr>
<tr>
<td>12</td>
<td>11</td>
<td>5/4/3/2/1/9</td>
<td>1/3/4/2/9/5</td>
<td>14600</td>
<td>1/3/4/2/9/5</td>
<td>14600</td>
<td>1</td>
<td>90%</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>5/4/6/2/1/9</td>
<td>6/9/5/2/1/4</td>
<td>12160</td>
<td>5/6/9/2/1/4</td>
<td>12350</td>
<td>1.01</td>
<td>88%</td>
</tr>
<tr>
<td>14</td>
<td>7</td>
<td>4/7/6/2/1/9</td>
<td>2/1/9/4/6/7</td>
<td>20000</td>
<td>1/4/7/2/9/6</td>
<td>14600</td>
<td>0.73</td>
<td>86%</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>5/4/8/2/1/9</td>
<td>2/1/9/4/5/8</td>
<td>52000</td>
<td>9/5/2/1/4/8</td>
<td>48080</td>
<td>0.92</td>
<td>88%</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>5/4/3/6/2/1/9</td>
<td>9/6/5/2/1/3/4</td>
<td>16160</td>
<td>6/5/9/2/1/3/4</td>
<td>16350</td>
<td>1.01</td>
<td>86%</td>
</tr>
<tr>
<td>19</td>
<td>19</td>
<td>5/4/7/6/2/1/9</td>
<td>2/1/9/4/5/6/7</td>
<td>24000</td>
<td>6/5/9/2/1/7/4</td>
<td>16350</td>
<td>0.68</td>
<td>86%</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>5/4/8/6/2/1/9</td>
<td>2/1/9/4/5/6/8</td>
<td>56000</td>
<td>9/6/2/1/5/4/8</td>
<td>52080</td>
<td>0.93</td>
<td>78%</td>
</tr>
<tr>
<td>21</td>
<td>8</td>
<td>6/4/3/11/2/1/9/5</td>
<td>9/6/5/2/1/3/11/5/11</td>
<td>40730</td>
<td>4/3/1/2/9/6/5/11</td>
<td>33545</td>
<td>0.82</td>
<td>86%</td>
</tr>
<tr>
<td>22</td>
<td>22</td>
<td>5/4/3/11/2/1/9/7</td>
<td>1/2/9/4/5/3/11/7/11</td>
<td>48570</td>
<td>4/3/1/2/9/5/7/11</td>
<td>33545</td>
<td>0.69</td>
<td>86%</td>
</tr>
<tr>
<td>23</td>
<td>23</td>
<td>5/6/3/11/2/1/9/7</td>
<td>1/2/9/5/3/11/6/7/11</td>
<td>58855</td>
<td>9/5/6/2/1/7/3/11</td>
<td>30445</td>
<td>0.52</td>
<td>86%</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>5/4/7/6/2/1/9/3</td>
<td>1/7/1/4/2/4/6/5/3</td>
<td>19900</td>
<td>9/5/6/2/1/3/4/7</td>
<td>20160</td>
<td>1.01</td>
<td>86%</td>
</tr>
</tbody>
</table>

Table 3. Some statistical results extracted from the above results

<table>
<thead>
<tr>
<th>No. of relations</th>
<th>Mean The Proposed approach SQL Server 2012</th>
<th>Median The Proposed approach SQL Server 2012</th>
<th>Variability The Proposed approach SQL Server 2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>13590</td>
<td>26916</td>
<td>2670 : 41300</td>
</tr>
<tr>
<td>5</td>
<td>19529</td>
<td>32857</td>
<td>8160 : 45300</td>
</tr>
<tr>
<td>6</td>
<td>22903</td>
<td>25809</td>
<td>12350 : 48080</td>
</tr>
<tr>
<td>7</td>
<td>29590</td>
<td>34219</td>
<td>16350 : 52080</td>
</tr>
<tr>
<td>8</td>
<td>33971</td>
<td>45611</td>
<td>20160 : 52160</td>
</tr>
<tr>
<td>Average</td>
<td>23916.6</td>
<td>33082.4</td>
<td>2670 : 52160</td>
</tr>
</tbody>
</table>
7. CONCLUSION
The query optimization problem is one of big problems in the area of database management systems. Query optimization efforts depend mainly on two items; the first one is the plan or the strategy to access different relations involved in the query, and the other item is the algebraic relational operations required to execute that query. The cost of processing join operations dominates cost of other relational algebraic operations. Therefore, our enhanced proposed logical optimization model emphasize basically on how to determine the optimal query access plan and focusing only on inner and outer join operations. In essence, the optimal query access plan is a combinatorial problem where the search space of the problem includes all alternatives access plans. As many combinatorial problems, the query itself can be illustrated by an equivalent graph. Its nodes are standing as the involved relations, and every edge connects any two nodes represents the common attributes in the two relations introduced by the two nodes of the edge. The enhanced proposed model transforms the graph into a right binary tree which is called join tree, Therefore the search space of the optimization problem consists of different candidates of join trees. An enhanced ant colony optimization model is exploited, as a random search procedure, to determine the optimal join tree equivalent to the optimal access strategy. For the sake of simplicity the model exploits the unconstrained graph type to represent a given query. The model is applied on many experimental cases to check the validity and correctness of the model. The enhanced model can be extended to cover also the physical aspects of the query processing. It is worthy to study the relative effectiveness of using the constrained graph type rather than the unconstrained one used in the enhanced proposed model.

8. FUTURE WORK
The proposed approach can be extended to consider the physical optimizer rather than the logical one. Also, it is worthy to study the relative effectiveness of using the constrained graph type rather than the unconstrained one used in the proposed approach.

9. REFERENCES


