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ABSTRACT

Consider an urban scenario in which N aerial UAVs, each with lim-
ited radius of observation I, must patrol M > N targets moving
on the surface. The movement of the UAVs is free while the move-
ment of targets is restricted to certain paths, such as urban roads.
Targets are friends who can, for example, be attacked by enemies.
In this scenario, it can be assumed that the positions of the targets
and the observers, obtained from GPS, are transmitted to a central
command, and that the targets are collaborative, not avoiding the
presence of the observers. This scenario is a new instance of the
Cooperative Target Observation (CTO) problem. This work inves-
tigates a centralized algorithm, modified hill climbing, to command
the UAVs with a view to maximize the average number of targets
observed by at least one observer. The average performance of the
proposed algorithm is superior to that of similar algorithms in this
new problem setting.
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1. INTRODUCTION

Unmanned vehicles (UAVs), whether terrestrial, aquatic or aerial,
such as drones, already accumulate a variety in civil applications
or military defense and attack. Civil applications include environ-
mental monitoring [8]], medical assistance [23|], transport of goods
[[L5], electronic surveillance [24], and aerial data surveys using pho-
togrammetry techniques or LIDAR [20] sensors. Military applica-
tions of UAVs already reported include mission of attack [4], de-
fense against attacks by other UAVs [3}[10} 16|, reconnaissance [6]
and border surveillance [22].

UAVs are a type of agents suitable for use as observers. The Coop-
erative Target Observation (CTO) problem domain is one in which
a team of moving surveillance robots, for example, drones, must
maintain the observation of another target robot team in motion,
in order to maximize the Average Number of Observed Targets
(ANOT) in the period.

Figure [I] illustrates the Cooperative Targets Observation (CTO)
problem. In it, the observers are drones that fly over the environ-
ment and the targets, which are of two types, soldiers and vehicles,
move on the ground. As illustrated, each observer has limited visi-
bility. Drones are guided by a central command to maintain obser-
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Fig. 1. CTO problem illustration. Observers and targets work as a team.
Observers are drones guided by a central command in order to maintain the
observation of targets which do not escape from observers.

vation of targets on the ground. In this configuration of the prob-
lem, the positions of the targets are informed, for example, by GPS
(Global Positioning System), and the targets do not escape from
the observers. Targets and observers can work as a team. The CTO
problem domain has a variety of instances depending on the type
of movement of the targets, resource constraints, the interaction be-
tween targets and observers, and the stated specific objective. In
[[L1] a general classification of this class of problems is described.
The reader interested in a broader view should consult this work.

In this paper, a new setting and algorithm for the cooperative tar-
gets observation problem is presented. In the configuration faced in
this work the targets move on a planar graph. For a concrete exam-
ple, consider an urban scenario in which N aerial UAVs, each with
limited observation radius R, must patrol M > N targets moving
on land. The movement of the UAVs is free while the movement
of targets is restricted to certain paths, such as urban roads. Tar-
gets are friends who can, for example, be attacked by enemies. In



this scenario, it can be assumed that the positions of the targets
and the observers, obtained from GPS, are transmitted to a central
command, and that the targets are collaborative, not avoiding the
presence of the observers.

In this work an algorithm for this problem is developed which adds
knowledge of the domain through heuristics to improve the per-
formance of the basic hill climbing algorithm and another already
present in the literature.The work is organized as follows: Section
2 is a brief review of related work, Section 3 presents the meth-
ods used in order to solve the problem, Section 4 shows the results
obtained and Section 5 concludes.

2. RELATED WORKS

To define the variation of the CTO problem studied in this work, be
it the tuple (S, O, X) [21] where S is a limited, non-toroidal and
closed two-dimensional spatial region, O is a set of N observing
robots and X is a set of M targets. Observers and targets work to-
gether as a team. Denote by w, = [z, y;] an observer position in
S and by x; = [z;,y;] a target position in S. The constant speed
of the observers is taken as a unitary reference to specify the rela-
tive speed of the targets. Each observer is equipped with a limited
range sensor with radius R (denoted by sensor_range). In simu-
lations, space and time are discretized to approximate continuous
movements so that the observers walk 10 steps for each unit dis-
tance and the targets walk 10 steps for each step of an observer.

Although this work establishes a new setting for the CTO problem,
this section briefly reviews some related works that put the proposal
in perspective. The reader can also expand his view of this problem
by reading the works in [18 [17, 5 2 [19L19].

In [21]], Parker formally defines a more general version of this prob-
lem, called CMOMMT, for Cooperative Multi-Robot Observation
of Multiple Moving Targets, in which the targets are not collabo-
rative and the environment is partially observable. The objective
function to be maximized for the observer team is the Average
Number of Observed Targets (ANOT) in the simulation period,
defined by the expression:

1 N
ANOT = \ k) (1)

where A = {a;;} is an N x M matrix with the a;; = 1 if target j
is in the sensor range of the observer ¢ and and 0 when not, and 7" is
the number of time-steps of the simulation. The operator \/,QN:1 on
a column of the A matrix causes each observed target to be counted
only once. Since in this work the number of targets is constant in
each simulation, M = 24, the percentage index, normalized by the
number of targets in each execution, was used.

ANOT
M

. 2)

Luke et al [14] defines the CTO problem as a simplified version
of the CMOMMT problem in [21] in which the targets are collab-
orative and the environment is fully observable. For this problem
he proposes centralized and decentralized algorithms, based on k-
means and hill climbing, to calculate the trajectory of the observers.

The CTO problem has been studied in more recent works as in
[2L 119, |1} [7]. However, these publications do not address the target
mobility configuration introduced in the present work. The present
work is based on the definition in Luke et al. and the centralized
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algorithms proposed there. The k-means and hill climbing versions
in [[14] are taken as baselines for performance comparison with the
proposed variant front of the new environment configuration and
target movement.

3. METHODS

This section describes the proposed algorithm to command ob-
servers and those used for comparison. The notation will follow
that introduced in Section 2.

3.1 K-means based Command

An initial idea to command the observers’ movement is to use a
clustering algorithm with K-means being the widely used algo-
rithm. When the number of K groups is predetermined, K-means
seeks to minimize intra-group variance and maximize separation
between groups. These properties favor the improvement of the
ANOT index.

To map the CTO command problem to K-means the target posi-
tions are taken as points to group and the number of observers is
made N = K. The basic K-means, however, has two problems: it
can get stuck in a local minimum and it does not take into account
the range of the observer’s vision. In addition, being trapped in a
local minimum can also result in the phenomenon of an empty clus-
ter. Even so, this simple algorithm gives good results and is often
used in performance comparisons. The procedure is described in
Algorithm 1.

Algorithm 1: K-Means based command

Input: actual positions of targets and observers (p;,x).
Output: new positions of observers g1, , ;.
<+ actual_positions_observers
X < actual_positions_targets
t1
while ¢ < max_it do
for i in range(targets) do
cik = argming||z; — pl)?
end for
for j in range(observers) do
1 N
Hj = 3 2li=1Cij
end for
t—t+1
end while

return p, ;= (1 —8)u; + B

In Algorithm 1, the beta parameter determines the observer’s next
destination to an intermediate point between the current position
and that determined by k-means.

3.2 Hill-climbing based Command

An intuition about the behavior of solutions to the CTO problem,
already present in works [21} [14], is that if two state-space config-
urations of observer and target positions result in the same value
of the index p defined in the equation (Z) then the one with larger
the total area covered by the sensors, ie, the one in which the av-
erage distance between the observers is higher, is preferable. This
notion is used in [21} [14] to construct heuristics to solve the prob-
lem. In [[14]], Luke et al. use this notion to create a variant of the hill



climbing (HC) algorithm and compare its performance against that
of k-means.

In the present work, a variant of the notion of that the higher av-
erage distance between the observers is preferable is used to add a
heuristic step to a Hill climbing algorithm and its performance is
compared to the k-means and Hill Climbing described in Luke et
al. [14]. This algorithm will be denoted by HC+heuristic or HC+h
and its pseudo-code is shown in Algorithm 2. The HC+h algorithm
is described here. The reader is referred to article [14] for a descrip-
tion of the HC algorithm used in performance comparison.

Algorithm 2: Hill Climbing based command

Input: actual positions of observers and targets (u').
Output: new positions of observers (u).
u' <+ actual_positions_observers
eval(p')
t1
while ¢ < max_it do

u < perturb(p)

0 = heuristic(w, p')

if eval(w,0) > eval(p', 6) then

B p

end if

t—t+1
end while
return

The structure and the WHILE loop of Algorithm 2 is that
of a classic hill climbing algorithm. The command line § =
heuristic(p, p') is what distinguishes the algorithms. Call the p
solution parent and child the g’ perturbed solution obtained from
. The proposed heuristic for this new setting of the CTO problem
consists of the following steps:

(1) Accept the child if he observes more targets;
(2) If you observe the same number of targets, compute

if R/2 j dist(o,t) | R;
otherwise,

3

H=Y"Y%" { gfst(o, t),

0€eO teT

where dist (o, t) is the Euclidean distance between the observer
0€0 and the target teT'. Accepts the child solution if H x4
< Hpqrent- This motivates observers to meet targets that are
closer;

(3) If Henita = Hparent and the child and parent solution observe
the same number of targets, then compute:
G = teT’ . .
=3 oo min(dist(o,t))
where O’ is the set of observers that observe no target and T’
is the set of targets that are not observed by any observer. Ac-
cepts the child solution if Ghiig < Gparent- This motivates

observers who do not observe any target to be approaching tar-
gets that are not observed by any observer;

(4) Otherwise, reject the child position and move on to the next
observer.

With that the description of the proposed algorithm is complete.
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Fig.2. Simulation snapshot in the MASON environment for the hill climb-
ing algorithm. In this execution, max it iterations was achieved with the al-
gorithm remaining in a local minimum where each observer is observing
some target, but there is targets not observed by any of the observers.

4. EXPERIMENTS AND RESULTS

The performance was analyzed by simulation in the MASON [13]]
environment. Observers walk in the direction indicated by the last
received command. The central command does not need to update
the trajectory of observers at each step of time. The observer tra-
jectory command (UR) update rate is a relevant parameter because
each update places a communication load on the system. The sen-
sitivity to these parameters also measures the robustness of the sys-
tem, in latu sensu, to losses of messages and other updating faults.
In algorithm 3, this command calculation frequency is given by a:
an update of the observer’s destination at each « step.

To generate planar graphs, a two-step procedure was used: first, the
vertices were generated in random positions and then a Delaunay
triangulation algorithm [[12]] was applied to construct the edges in
order to result in a planar graph. All experiments were performed
with graphs of 40 vertices.

Figure 2 shows a simulation snapshot in the MASON environment.
It shows a generated random graph, circles representing the range
of the observers’ sensors, and the points on the edges of the graph
are moving targets. Note that in this figure the algorithm is clearly
at a local minimum where there are observers not observing any
target and targets not observed by any of the observers.

In the tests, the simulation used the same parameters adopted in
[[14]: a rectangular 2D space, with 150x150 units dimension, where
targets and observers are inserted; each experiment has a limited
time of 1500 time-steps; observers move at 1 unit per time-step,
while the targets can move at various speeds RV = {0.1, 0.25, 0.5,
0.75, 0.9} unit per time-step; the sensor range in each observer can
be SR = {15, 18, 20, 22, 25} units; and the rate of updating of
the trajectory of the observers was set in « = 10; M = 24 and
N = 12. To collect results, each configuration was simulated 20
runs, each with initial random configuration and independent ran-
dom number generator seeds. For abbreviation, the algorithms will



Algorithm 3: General simulation pseudo-code

Input: Vector of the initial positions of targets and observers
and simulation parameters.
Output: Visualization of the simulation and calculation of
index ANOT.
for t in range(T) do

Move targets and observers towards current destinations

Calculate and store g(B(t) ;) for j = 1...n

Update target destinations

if t mod a = 0 then

Run the observers command algorithm (KM, HC or

HC+h)
Update observer destinations
end if
end for
Calculate index ANOT
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Fig. 3. Comparison of ANOT performance when varying the relative
speed (RS) for the sensor range set at 20.

be referred to as k-means[14], HC[14] and HC+heuristic or HC+h
- for this work. The results are shown in Table 1.

Table 1 is divided into two parts, where, in each part is varying one
of the parameters RV or SR, keeping the others fixed at the median
of their set of values. For a better view of these results, the data in
Table 1 were plotted in Figures 3 and 4. An analysis of this table
and figures is as follows:

—The HC+h algorithm presents superior performance for all sce-
narios.

—When the relative speed (RS) is low or the sensor range (SR) is
high or both simultaneously, the difference in algorithm perfor-
mance is lower. These are less challenging scenarios.

—In the high relative speed (RS) or low range sensor (SR) chal-
lenging situations or both simultaneously, it is when the perfor-
mance of HC+h presents greater resilience while those of the
others degrade.

—The standard deviations between batches of 20 runs did not differ
significantly for the algorithms.

The total processing time for Table 1 was 93 hours. For real-time
execution the maximum duration of one cycle of the HC + h algo-
rithm was 2 s. These numbers are referred to a CORE 17 processor.
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Fig. 4. Comparison of ANOT performance when varying the sensor range
(SR) for the relative speed set at 0.5.

S. CONCLUSION

A new configuration of the CTO problem, with the movement of
the targets on a planar graph, and a new variant of a centralized
algorithm to control the trajectory of the observers are presented
and evaluated in this work. A hypothetical motivational example
of application was presented in which the edges of the graph are
the traffic lanes of an urban region. Performance was analyzed by
simulation in MASON [13].

Comparative performance table by varying the critical parameters
of the problem, ie the range of the sensors (SR) and the relative
speed between observers and targets (RV) show that the proposed
algorithm HC+h improved the average performance and slightly re-
duced the variance against the baseline versions published in [14].

Some work limitations are immediately identified and point to fu-
ture work. The first is that the proposed algorithm, just like the
original, does not construct target motion model. It is believed that
incorporating this feature and then applying reinforcement learning
to the trajectory of observers will improve the effectiveness of the
algorithm. The second is to obtain and execute with real scenario
data to counter performance with that obtained in simulation. [14]]
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