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ABSTRACT 

Nutritional status data is essential data in analyzing early 

childhood growth and development. This study conducts 

experiments based on classification algorithms to predict the 

nutritional status of early childhood. The nutritional status 

data is analyzed for early childhood with three class labels are 

nutritional status based on weight for age, height for age and 

weight for height. By knowing the best and suitable 

algorithm, in this case, the algorithm analysis results can be 

extended to the basis of software development to predict the 

nutritional status of early childhood. The study results are 

comparisons of classification algorithms such as Support 

Vector Machine, K-Nearest Neighbors, Random Forest, 

Decision Tree, and Naïve Bayes. This study uses the split test 

method by separating the dataset into training sets and test 

sets by determining the parameters of the amount of training 

data that is 10%, 20%, 30%, 40%, and 50%. The experimental 

results show that the Decision Tree algorithm is superior for 

weight data for age and height for an age while K-Nearest 

Neighbors is superior for weight data for height. 
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1. INTRODUCTION 
In developing countries, the problem of malnutrition can 

disrupt the country's economic development so that the 

number of cases of nutrition must be well anticipated through 

early prevention and detection. Bodyweight, height and age 

are a parameter used to measure nutritional status by using 

classification[1]. In previous research, the nutritional status is 

identified in toddlers[2] and analyzed the nutritional content 

of packaged food products[3] based on a data clustering 

approach. This data clustering is the basis for classifying data. 

Data clustering aims to separate data based on the proximity 

of the data. If a cluster has been formed later with the help of 

experts, the data labelling process will be carried out. So that 

obtained data that has been clustered and labelled. In addition 

to going through the data clustering process, data labels can 

also be taken from real data from particular research objects. 

This study tries to analyze new data obtained from public 

health service data. Health experts who have expertise in the 

processing of the data have labelled this data. 

Classification is one technique that usually used in data 

mining[4] besides association rules[5]–[7] and 

clustering[8][9]. Classification approach has been 

implemented to solve various problems such as image 

classification[10] in soil images[11], breast cancer 

images[12], Mango classification[13], brainwave signal from 

EEG single-sensor[14] and motor imagery EEG signal[15], 

cancer that causes death in children[16], transportation 

classification in-vehicle pattern analysis[17] and street 

lighting conditions[18], traffic incident detection[19], student 

data analysis[20], scattering mechanisms information[21], 

agriculture classification in honey botanical origin[22] and 

network security classification for for detecting DoS flooding 

attacks[23]. Classification also can be used to predict 

data[24]. 

The comparison and analysis advantage is to explore the 

performance of the algorithms for the classification of 

nutritional status data.  There are several classification 

algorithms in data mining with its advantages and 

disadvantages. There is no best algorithm in the classification 

problem, but all depends on the right case and data 

characteristics. This paper conducts a comparison of several 

algorithms, such as Support Vector Machine, K-Nearest 

Neighbors, Random Forest, Decision Tree, and Naïve Bayes. 

The comparison is needed before implementing in software 

development in web-based or mobile-based based on the best 

algorithm after get the comparison results. So, the usage of 

single algorithms or hybrid algorithms is needed to process 

the nutritional status dataset.   

The main objectives of this article are resumed as follows: 

 To present the comparison accuracy of classification 

algorithm of the nutritional status dataset. 

 To present the confusion matrix measurement from the 

best accuracy of the classification algorithm. 

 To present the classification report such as precision, 

recall and f1-score. 

This article organized as follows: Section 2 describes the step 

of methodology research. Section 3 explores the results and 

discussions based on finding in this research and give an 

analysis of the finding. Finally, the conclusion of the report 

and discuss and future work of nutritional status in Section 4. 
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2. METHODOLOGY 
There are six steps in classification the nutritional status data 

set, as shown in Figure 1 as follow: 

The Preparing data. This process also called data 

preprocessing. The nutritional status dataset collected from 

public health service centre. The data is consist of the data 

feature, i.e., toddler name, gender, date of birth, parent name, 

address, age, body weight, body height, nutritional status for 

weight per age, nutritional status for height per age, and 

nutritional status for weight per height. Then from these data 

feature, the next step is removing not needed feature such as 

toddler name, gender, date of birth, parent name, and address. 

Then remove the noise data or invalid data to get fix dataset. 

The last step is to split the dataset into three-labelled dataset 

based in nutritional status for weight per age, nutritional status 

for height per age, and nutritional status for weight per height. 

Split training set and testing set. The three datasets from 

step 1 divided into the data training set and testing set. We 

conduct five split scenarios by determining the parameters of 

the amount of training data that is 10%, 20%, 30%, 40%, and 

50%. 

The creating objects model classifier. The Scikit-learn 

library for python programming is used to create the model 

classifier[25]. 

The training classifier. This training process is to fit the split 

training set and testing set into the model classifier. 

Make a prediction. The result of this prediction is label data 

for the training set, then this label used to evaluate the 

process. 

Evaluation. The evaluation process is to measure the quality 

of prediction. In this evaluation, three measurements are 

conducted, i.e., accuracy score, confusion matrix, and 

classification reports such as precision, recall, f1-score, and 

support. 

  

Fig 1: Methodology to classify the nutritional status 

3. RESULTS AND DISCUSSION 
Based on the methodology research, several results found 

which start from the dataset, research finding and also an 

analysis of the finding as follows: 

3.1 DATASET 
The preprocessing results, as shown in Table 1 conducted by 

selecting and removing the data feature. The selection data is 

based on the required data to process the labelling. 

Furthermore, the data removing is the detection of missing 

value and null value in each row data. If the data contain 

missing value and null value, the data are removed in a row. 

The process after Table 1 is split the dataset into the three-

labelled dataset. The last, there are three set data that contains 

all of the data features with one label. Figure 2, 3, and 4 show 

distribution of the label of class based on splitting the dataset 

process. Then after that, train every dataset to get the 

classification results. 

In Figure 2, the nutritional status for weight per age dataset 

that labelled with four labels, i.e., malnutrition, nutrition-less, 

good nutrition, and over nutrition. The data contain majority 

distribution in the label “Good Nutrition” with 0.879% 

distribution. It caused most of the nutritional status of early 

childhood normally “Good Nutrition”. Later, the label “Less 

Nutrition”, “Over Nutrition” and “Malnutrition” are 

distributed with 0.077%, 0.033% and 0.01%, respectively. 

 

Fig. 2. Data distribution of nutritional status in body 

weight per age 

 

Fig. 3. Data distribution of nutritional status in body 

height per age 

Then Figure 3 shows the nutritional status for height per age 

dataset that labelled with four labels, i.e., very thin, thin, 

normal, and fat. Label ”Normal” is the majority label in the 

nutritional status data. It shows that most of the nutritional 

status of early childhood is “Normal”. The label “Normal” 

achieves 0.875% of data distribution. Later, the label “Fat”, 

“Thin” and “Very Thin” are distributed with 0.070%, 0.033% 

and 0.02%, respectively. 

The last nutritional status for weight per height in Figure 4 

also labelled with four labels, i.e., very short, short, normal, 

and high. Label ”Normal” is the majority label in the 

nutritional status data, as shown in Figure 4. It also shows that 

most of the nutritional status of early childhood is “Normal”. 

The label “Normal” achieves 0.844% of data distribution. 

Later, the label “Short”, “Very Short” and “High” are 

distributed with 0.102%, 0.037% and 0.017%, respectively. 
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Fig. 4. Data distribution of nutritional status in body weight per body height 

Table 1 Dataset of nutritional status 

Id Age (Years) Body Weight / BW (Kg) Height (Cm) 
Nutritional Status 

BW / Age Height / Age BW / Height 

1 56 11.6 92 Malnutrition Very Short Normal 

2 55 14.8 100.8 Good Nutrition Normal Normal 

3 52 15.7 107 Good Nutrition Normal Normal 

4 52 11.8 93.5 Nutrition Less Short Normal 

5 51 17 100 Good Nutrition Normal Normal 

… … … … … … … 

1382 2 4.7 52.5 Good Nutrition Short Fat 

1383 1 5.4 51 Good Nutrition Normal Fat 

1384 2 5.9 55 Good Nutrition Normal Fat 

 

3.2 EXPERIMENTAL RESULTS 
The experiment was carried out with three iterations and 

every iteration conducted for one labelled nutritional status 

dataset. The first iteration is to measure the accuracy of 

nutritional status based on body weight and age. Furthermore, 

the second and third iteration is to measure for height and age, 

body weight and height, respectively. Every iteration is 

conducted by split training set and testing set in 10%, 20%, 

30%, 40%, and 50%. Later, creating object model classifiers 

based on the classifier algorithms are examined. The classifier 

is trained to make a prediction based on the split testing data. 

The evaluation is the last process in every iteration. 

Table 2, Table 3, and Table 4 are the experiment results of 

every iteration for each dataset. Table 2 shows that the 

decision tree algorithm is superior to other algorithms based 

on classification accuracy of nutritional status in body weight 

per age. It is shown based on the experimental result of five 

training set, and all of the accuracy results show decision tree 

can achieve the best performance. The smallest accuracy 

value is in training set 20% and the other accuracy score for 

every number of the training set can achieve more than 0.9. 

For each experiment, the average accuracy score for each 

training set percentage also different. This accuracy score is 

interest result that there is no fixed number of the training set. 

For the first experiment in Table 2 shows that the best average 

accuracy score is in training set 40% with 0.899 accuracy 

values. 

The second experiment in Table 3 shows that the best 

accuracy score is in training set 10% with 0.935 accuracy 

values. The different model classification performance is 

shown in Table 3. There are no single superior model 

classification performances that can outperform to the 

examined classifier. Random Forest and Decision Tree are 

consecutively achieving best model classification 

performance in training set data. Random Forest can achieve 

the best performance in training set 20%, 40% and 50%. 

Meanwhile, Decision Tree can achieve the best performance 

in training set 10% and 30%. The decision tree achieves the 

average accuracy value of each model classifier with 0.920 

accuracy values. 

Then the last examination in Table 4 shows the best accuracy 

score is 40% (0.852). The experiment results shown that K-

Nearest Neighbors achieve the best performance in each 

training set. Each training set can achieve more than 0.9. If 

compared to other experiments, as shown in Table 2 and 

Table 3, the K-Nearest Neighbors results are the smallest 

accuracy values. Based on Table 2, Table 3, and Table 4 

indicate that there are no best model classifications for all 

experiment. Each model classifications have their own best 

performance in every experiment. 
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Table 2 Experimental results for classification accuracy of nutritional status in body weight per age 

# Training set (%) 
Model Classification 

Average 
SVM KNN RF DT NB 

1 10 0.871 0.885 0.899 0.928 0.878 0.892 

2 20 0.848 0.863 0.877 0.895 0.859 0.869 

3 30 0.868 0.875 0.894 0.921 0.875 0.887 

4 40 0.881 0.888 0.912 0.935 0.877 0.899 

5 50 0.873 0.879 0.905 0.909 0.876 0.888 

Average 0.868 0.878 0.897 0.918 0.873 0.887 

 

Table 3 Experimental results for classification accuracy of nutritional status in body height per age  

# Training set (%) 
Model Classification 

Average 
SVM KNN RF DT NB 

1 10 0.914 0.928 0.950 0.957 0.928 0.935 

2 20 0.863 0.877 0.921 0.917 0.870 0.890 

3 30 0.868 0.877 0.913 0.925 0.870 0.891 

4 40 0.875 0.886 0.917 0.913 0.877 0.894 

5 50 0.867 0.882 0.895 0.886 0.870 0.880 

Average 0.877 0.890 0.919 0.920 0.883 0.898 

 

Table 4 Experimental results for classification accuracy of nutritional status in body weight per body height 

# Training set (%) 
Model Classification 

Average 
SVM KNN RF DT NB 

1 10 0.863 0.899 0.878 0.871 0.712 0.845 

2 20 0.852 0.895 0.841 0.881 0.708 0.835 

3 30 0.853 0.892 0.841 0.877 0.726 0.838 

4 40 0.870 0.899 0.865 0.870 0.756 0.852 

5 50 0.866 0.886 0.857 0.844 0.737 0.838 

Average 0.861 0.894 0.856 0.869 0.728 0.842 

 

Finally, the Experimental results resume all of the 

classification accuracies, as shown in Figure 5 to compare the 

average accuracy score of every experiment. The Support 

Vector Machine and Naïve Bayes are the most 

underperformance accuracy for this nutritional dataset, as 

shown in Figure 5. So, SVM and NB are not recommending 

for use both algorithms in nutritional status data. 

The other measurements are conducted to do an evaluation of 

classification results and to confirm the accuracy score of 

classification, i.e., confusion matrix, and classification reports 

such as precision, recall, f1-score, and support. Every 

experiments and training process has own these 

measurements. The classification measurement is reported 

based on the best accuracy of every experiment. 
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Fig. 5. Average of experiments accuracy 

Figure 6, Figure 7 and Figure 8 are classification report for 

each experiment. Based on the classification report in Figure 6 

shows that label malnutrition and has zero value for all 

algorithms and label „over nutrition‟ for the SVM algorithm.  

 

Fig. 6. Classification report for nutritional status in body height per age 
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Figure 7 Classification report for nutritional status in 

body height per age 

 

Figure 8 Classification report for nutritional status in 

body weight per height

Figure 7 shows that label „high‟ has zero value for SVM, 

KNN, Random Forest algorithm and label „very short‟ has 

zero value for SVM, Random Forest and Naïve Bayes 

algorithms. Then for the „short‟ label in Figure 7 also has zero 

value for Naïve Bayes algorithms. Figure 8 shows that label 

„thin‟ and „very thin‟ has zero value for SVM and Naïve 

Bayes algorithm. Then label „thin‟ has zero value for the 

KNN algorithm.  These all phenomena means that no F1-

score calculation for this label. 

In general, precision value for all experiment and algorithms 

can achieve more than 0.93, except Naïve Bayes algorithms in 

test two. This result shows that all algorithms have steady 

precision for nutritional datasets. 

4. CONCLUSIONS 
Based on results and discussions, we can conclude that 

Decision Tree and K-Nearest Neighbors are best algorithm 

choice for the dataset characteristic. The classification 

algorithms should combine or hybrid mode if we want to 

continue in software development. The experiment result 

shows that the values of accuracy and precision have 

influential significant. For future work, we want to explore the 

classification algorithms with multi-class. It is because the 

dataset has three feature labels. 
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