Abstract

In this study, we present another modification of a scaled three-term conjugate gradient (CG) algorithm. The proposed method incorporates the BFGS updating scheme of the inverse Hessian approximation within the frame of a memoryless quasi-Newton approach. In this case, the inverse Hessian approximation is restarted as a multiple of identity matrix with a spectral scaling parameter at every iteration. Under standard Wolfe line search, numerical results from an implementation of the proposed method indicate that the method is promising and competitive when subjected to comparison with other state-of-the-art similar algorithms available in literature utilizing performance profiles of Dolan and More.
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