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ABSTRACT

E-learning offers great benefits over the conventional learning process. However, the huge unstructured information, which is freely available on the Web poses significant challenges in accessing the desired information in a timely manner. To tackle this problem different information retrieval (IR) approaches have been proposed in literature. These approaches are predominantly influenced by classical keyword-based IR techniques. However, with recent technological advances and a flood of information on the Web, the performance of keyword-based IR techniques has greatly suffered. Therefore, recently some more intelligent IR techniques have been proposed to enhance the utility of e-learning systems. In this study, a semantically oriented ontology-based personalized framework is proposed for effective e-learning. The proposed framework is implemented and its effectiveness is thoroughly assessed as a case study to learn Java programming language. The proposed system is evaluated on an indigenous medium-sized corpus (≈2600 documents) in terms of standard accuracy measures for IR. The findings in this paper reveal that semantic based IR for e-learning is a robust methodology and it can advance the field of e-learning in an elegant manner.
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1. INTRODUCTION

Currently, the Web is undoubtedly the largest repository of information on diverse topics. The Web offers a vast medium for sharing plethora of information and services, which in the absence of the Web could have been a dream. However, most of this information on the Web is not well structured or organized in a systematic manner. Therefore, users generally face significant difficulty in getting their desired information in a timely manner because mostly the information is heterogeneous and stored on distributed locations. The most common challenge faced by users is when they are looking for domain specific information because on the Web there is a lot of information available on different domains. The existing information retrieval (IR) systems are predominantly based on classical keyword-based search methods. In such methods, the content of documents collections is described by using different lists of keywords. However, the problem arises with this approach as the bare keywords do not capture the semantic content of documents and hence generally fail in retrieving the desired documents. Despite the fact that the performance of keyword-based IR has been deteriorating with the increase in the information volume, these techniques are still popular among the researchers [1, 2].

Recently, there has been a boom in using e-learning for educational purposes. The e-learning systems generally attempt to organize learning content in such a manner that they should be easily accessible to the users on demand. However, it has been observed that these systems lack in usability, especially when information is required from different sources in a personalized manner. More specifically, in recent years different learning management systems (LMS) have been developed, which offer various features and support for distance learning. However, all these systems have some fundamental underlying limitations. Among these limitations, the most obvious one is that the learning content of an LMS is primarily specified by instructors and this content generally remains fixed. This static nature of learning content of the LMS does not allow the users to add information from other sources which is an important limitation [3, 4]. That is, even though the users of the LMS are main stakeholders, the system tends to meet the needs of organization and instructor disregarding the actual needs of the users; hence these models are not user centric. The existing LMSs also have some usability issues, for example, users normally get confused with different standards to be followed in teaching and learning [5]. Such systems generally lack in adapting to the personalized needs of students because they disregard their knowledge background and individual interests [6]. Recent advances in using ontology-based semantically driven information presentation to the users is paving the way to enhance the quality of IR systems for e-learning thereby increasing their acceptability and utility. In this study, we proposed a semantically driven ontology-based IR model to build a personalized framework for effective e-learning. This is a user-centric model where a user can get structured information on demand from various different unstructured sources of information. The proposed framework is implemented to learn a fundamental Java programming language course. The usability and acceptability of the implemented system is thoroughly assessed. The proposed system is evaluated on an indigenous medium-sized corpus (≈2600 documents) in terms of precision and recall, which are well-known measures for IR. Our findings reveal that semantic based IR for e-learning is a robust methodology and it can advance the field of e-learning in an elegant manner.

2. RELATED WORK

In this section, we discuss the state of the art in e-learning and IR techniques used for e-learning. At present, the e-learning field is getting considerable attention and it has already made tremendous contribution in education sector, especially in distance learning [7]. This revolution in the education industry has been only possible with the development of modern
technology, especially the network equipment for instant information transmission and the different Web standards for providing learning solutions. As compared to classical education systems, e-learning offers numerous benefits including flexibility, and it has generally been proven as more cost effective [8, 9]. With continuous advancement in the e-learning field, organizations are investing a lot in this sector and a lot of active research is going on how to make e-learning scalable so that large pool of participants can benefit from the same program with minimum effort [10]. This way, it could be possible for the users to get the same content in the same fashion, thereby imitating the conventional class-room based education system. Even though e-learning has been among the circles for a while, the journey of e-learning systems can be classified into three major generations [11] for better understanding how the field has emerged. The first generation is called LMS that primarily focuses on making learning available online in a faster accessible manner. The most commonly used LMS software are Moodle, Blackboard and WebCT. These sophisticated software tools not only manage and present educational material in a systematic manner, they also offer appropriate tracking and record keeping of students' information that gives lot of confidence and acceptability in using such systems [12]. These systems are still growing and a lot of research is going on to enhance their quality. The next generation is broadly influenced by a revolution in the field of artificial intelligence, particularly how to present information to the users according to their needs in an adaptive and effective manner. During this period, major advancement in the field is the development of adaptive e-learning systems, which are more users centric. Finally, the third generation in e-learning is influenced by dramatic enhancement in the field of Semantic Web at the core of which is the idea of using domain-specific ontologies. Our current research is also an attempt to enhance e-learning systems by incorporating semantic-based ontology-driven content presentation to the users.

E-learning is only possible if sophisticated IR techniques are available to search for unstructured documents on very large repositories like the Web [13]. An IR system must be capable of four main processes, information representation, storage, organization and access, which are the core of an IR system [14]. The basic IR model starts by a query submission, goes through an intensive process of documents search in the repository, e.g. the Web, and finally returns the best matched results to the user [15]. In recent years, lot of efforts has been made to enhance the performance of IR systems, but the basic model still remains the same. In literature, a lot of work is reported on IR models, their performance evaluation techniques, and their strengths and limitations. Majority of earlier work on IR is dominated by keywords-based IR techniques [16, 17, 18]. In this model, a list of the most representative keywords is extracted from the document to form the document signature in terms of a query. This query is then submitted to search for the source documents in the desired repository. However, the main limitation of this plain query based on bare keywords is that it does not capture the important semantic information and hence generally retrieves many unwanted documents, which are semantically very different than the one, which are intended.

One important study in keywords-based IR is due to [19], in which the author proposed to use vector space model (VSM). The VSM model paved the way for other researchers to build upon this model for more effective IR systems. Building on the VSM model, in [20], the authors proposed a term-weighting scheme, in which higher weight values are given to those terms in a document, which offer more discriminative power. One such approach is term frequency (TF), where TF assigns weights to the terms based on their occurrences in the given document.

In recent years, there has been a departure from the keywords-based IR towards semantic-based IR, which is predominantly based on ontology-based methods. The underlying concepts in ontology-based techniques for IR are query expansion, semantic annotation, and visualization. In an earlier work on ontology expansion [21], the authors proposed a methodology whereby first the query terms were disambiguated. Subsequently, the related concepts to the disambiguated query term are added in the query to construct an extended query for search purposes. In a similar approach [22], a word-sense disambiguation technique is used for query expansion, in which the correct sense of a given term was determined from a set of available senses. In another study [23], the researchers proposed to use spatial terms in their ontology-based query expansion approach. They developed their spatial ontology-based query expansion framework for IR in tourism domain and found that it is an effective approach for better IR.

In another work [24], the authors built a prototype semantic search engine, which exploits semantic information to retrieve documents. They also attempted to resolve semantic ambiguity in a domain-specific manner where the domain specific knowledge was encoded in the search engine. They also combined their ontology with local context analysis technique [25, 26] and found that it is more effective than the classic keywords-based IR. In another study [27], a set of ontological relations were used for query expansion purposes. They evaluated the performance of their approach on gene ontology and found that their approach offers better accuracy.

In a work [28], an ontology-based method is proposed for the semi-automatic annotation of documents to enhance the search performance of IR system. They used the traditional VSM model and applied an annotation weighting algorithm in a newspapers domain in Spanish language. They compared the performance of their approach with keywords-based approach and found that the former outperformed the latter in attaining better accuracy results. Building on the work of [28], the authors in [29] built an ontology-based IR system for banking domain in Tamil documents. They shown that the annotation weighting scheme works better and is language independent. In another study [16], a hybrid approach is pursued in which the IR model combines keywords-based search with semantic-based search and found that the hybrid approach offers better performance than the individual approaches. In a similar work [30], another hybrid approach is adopted by combining ontology-based IR with keywords-based search. The authors shown empirically that their approach works better than simpler keywords and query expansion approaches. In another work [31], a semantic indexing approach is combined with an ontology-based IR model. Their evaluation revealed impressive results. In [32], the authors built an annotation model by interviewing scientists to develop a discourse-level annotated document. They showed that theirs is an effective approach to search for queries based on scientists needs. In [33], an ontology-based scheme is used for e-learning; evaluation results showed better accuracy for the IR system.

Query expansion and annotation schemes are important for IR, but nevertheless browsing could prove useful when users are uncertain about the information they are looking for. Browsing could be used to grab the general view of a domain and hence can aid users in locating their desired information.
Moreover, it has been argued that effective visualization can improve the performance of document retrieval task [36]. In [37], an empirical approach was carried out to investigate the effectiveness of ontology visualization; the authors found that ontology visualization is an effective way to enhance the performance of an IR system. The work discussed so far in this section mainly lacks in personalized document retrieval, which is primary aim of our research.

3. SIMILARITY AND EVALUATION MEASURES FOR IR SYSTEMS

Literature on IR suggests that a lot of research has been conducted to develop effective document similarity measuring techniques. Many similarity measures have been proposed ranging from character-level similarity to word/lexical level similarity, and even more advanced semantic-based similarity techniques. The performance of an IR system largely depends on the similarity measure used to compare the similarity or dissimilarity between the query and the document. One of the most popular semantic similarity approaches is edge-based similarity, which measures the similarity between two concepts in ontology. In this approach, ontology is realized as an undirected graph and the distance between nodes is a measure of similarity; shorter the distance, more similar the concepts are and vice-versa [38, 39]. In contrast to edge-based similarity, the node-based similarity measure computes the similarity between two nodes based on the content they share, which is commonly known as information content [40]. Building on earlier work by [40], Lyn [41] proposed a information-theoretic similarity measure which is based on the core idea, which assumes that the most the two concepts have in common, more similar they are and vice-versa.

The earlier similarity approaches are primarily based on character-level similarity measures, including edit distance [42] and Levenshtein distance [43]. Even though the character-level measures have been on the centerstage for a longer period of time, some term-based similarity measures were also proposed, for example cosine similarity. Another interesting term-based similarity measure is dice coefficient [44]. Whereas character-level similarity measures use various n-grams models to compare the documents character by character, such techniques generally fail in locating the paraphrased documents. On the other hand, semantic-based similarity measures are generally more effective but at the same time, they are computationally expensive.

The performance of an IR model should be measured in an objective manner to enhance the acceptability of the system. Ideally, an IR system should be able to retrieve all relevant documents and disregard all irrelevant documents. However, generally it has been observed that many state of the art IR systems, even modern search engines like Google, retrieve many irrelevant documents. Therefore, IR community has proposed different evaluation measures to gauge the effectiveness of an IR system and most commonly used evaluation precision and recall [45]. Precision is the ratio of related retrieved documents to the related documents as shown in Equation (1). On the other hand, the recall measures the ratio of related retrieved documents to the relevant documents as shown in Equation (2).

\[
\text{Precision} = \frac{|\text{Relevant documents} \cap \text{Retrieved documents}|}{|\text{Retrieved documents}|} \tag{1}
\]

\[
\text{Recall} = \frac{|\text{Relevant documents} \cap \text{Retrieved documents}|}{|\text{Relevant documents}|} \tag{2}
\]

Often there exists a tradeoff between precision and recall. Generally, higher the precision, lower the recall; for instance when the recall approaches to 1, precision tends to drop to 0 and vice-versa [46]. Therefore, which of the two measures should be maximized is dependent on the task and also the choice of the researcher, that is why generally, an F-measure, which is calculated, based on precision and recall as shown in Equation (3), is also reported along with precision and recall.

\[
F - \text{score} = \frac{(1+\beta) \times \text{Precision} \times \text{Recall}}{\text{Precision} + \beta \times \text{Recall}} \tag{3}
\]

4. PROPOSED FRAMEWORK

Our proposed framework is an extension to the basic IR model [15] and it exploits semantic information in a systematic manner to enhance the performance of IR. The proposed semantic-based framework is shown in Figure 1, which consists the following main components: semantic indexing, query processing, query expansion, searching, and ranking. Among these components, the most salient one, which distinguishes our framework from the traditional basic model, is semantic indexing. This component starts by creating a semantic index, which uses weighted annotated scheme to link the Web documents with the ontological concepts for further processing. The main steps of our semantic-based IR framework are outlined below.

- The document retrieval process starts by a user query, which is a sequence of keywords. This query is then submitted to the query processing component wherein the query is mapped to ontological concepts in Java programming language (henceforth JPL).

- The query expansion component exploits the JPL concepts available in the domain ontology in a systematic manner and finds the most similar concepts from the domain and appends those with the concepts in the given user query. This way an expanded query is constructed, which is subsequently used by the searching and ranking components.

- The searching component attempts to find the most closely matched documents from the repository, the Web in our cases, and the ranking component ranks those documents based on their relevance to ontological concepts. Finally, the top ranked documents are returned to the user; in our case, we decided to retrieve only top 15 documents as most successful match.

- All the components have access to the ontological knowledge base (KB) which is implemented as various classes. Our KB is based on Java learning object ontology [47] that covers basic Java programming concepts. The ontology is structured as a taxonomy of concepts in a hierarchical fashion where concepts denote the topics, properties are description of those topics and the connections among the topics are realized as relations.

Unlike the traditional keywords-based IR model, which uses inverted index scheme where keywords point to the documents in which they appear, in our framework domain-specific ontological concepts point to the document in which those concepts appear.
5. EVALUATION
We evaluated the performance of our semantic-based IR framework against the widely used keywords-based IR. The accuracy of the two systems is measured in terms of precision and recall. We used interpolated precision over standard recall levels, and top 15 retrieved documents were used for these computation purposes. The results are shown in Figure 2, which elucidate that our approach outperforms the standard keywords-based IR in terms of attaining better precision and recall.
We also evaluated the acceptability of our adaptive e-learning framework by conducting an experiment with human participants who were students of an introductory Java course. We used a well-defined questionnaire developed by [48], which is intended to measure the usability of Web-based learning in a systematic manner. The participants were divided into three groups each comprising 24 participants. We compared the performance of our system against LMS and IRS and found that users acceptability on a 5-point scale of our system (Mean = 3.8, STD = 1.2) is better than that of LMS (Mean = 3.05, STD = 1.1) as shown in Figure 3. These results suggest that adaptive e-learning framework backed by semantic-based IR is more effective than the existing state of the art e-learning systems.

The results in this paper generally indicate that in order to build an effective e-learning system, it must be adaptive to user's needs. Moreover, the performance of such a system is highly dependent on the underlying IR model. The traditional keyword-based IR models could offer better time efficiency as compared to semantic-based models as the latter require more computational resources. Moreover, the domain-specific ontology development also poses significant challenges as it is generally difficult to port ontologies from one domain to other domain. Therefore, if an ontology is created for programming domain, it would not work for example in information security domain as there is little overlap between the two domains. Moreover, there is an important challenge of presenting specific information to users in a customized way, which makes it hard to develop adaptive e-learning systems. This is an important limitation in the existing e-learning systems, which are primarily based on keywords-based IR models. Recently, interests have been developed in the e-learning research community to build adaptive e-learning systems by incorporating ideas from artificial intelligence and other related discipline.

6. CONCLUSION

In this study, a novel method is presented, which uses semantic-based ontology driven IR approach for e-learning. The proposed framework offers personalized information in a timely manner and hence enhances the effectiveness of e-learning. It has generally been observed that e-learning provides an effective enhancement over the traditional learning process and many people worldwide are attracting themselves towards e-learning. Despite huge investments in e-learning projects, however, the field is still in infancy and faces significant challenges mostly because of the large amount of unstructured information on the Web. The problem becomes even cumbersome when a user tries to search in a specific domain, for example programming, to learn. To tackle this problem traditional keyword-based approaches generally degrade whereas modern semantically-oriented approaches offer better performance in providing accurate information in a timely manner. The proposed framework is implemented and its effectiveness is thoroughly assessed as a case study to learn Java programming language. The proposed system is evaluated thoroughly in terms of precision and recall. The findings in this paper elucidated that semantic based IR for e-learning is a robust methodology and it can advance the field of e-learning in an elegant manner.

There is still room for improvement in IR systems for e-learning, especially developing more sophisticated and rich ontologies, which should offer intelligent and optimized search results in a more personalized manner. The effective use of artificial intelligence techniques is already underway to develop more sophisticated adaptive e-learning systems and it seems to progress with pace in future.
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