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ABSTRACT 

Quantum dot Cellular Automata (QCA) is one of the 

developing patterns in the field of nanotechnology, which is 

supposed to overcome the constraints of CMOS innovation 

while integrated to nano-level. QCA can be utilized to 

structure memory circuits. Static Random Access Memory 

(SRAM) is one of the appealing utilization of QCA 

Innovation. The proposed plan and simulation of memory cell 

dependent on QCA with minimum area and complexity. This 

paper presents the design and simulation of multiport SRAM 

in QCA with least number of majority gates and it will be 

simulated using QCA Designer. SRAM based on QCA has 

been contrasted with CMOS innovation utilizing Xilinx. The 

comparison results show that the QCA memory circuit 

provides high efficiency in terms of area, complexity and 

power consumption. QCA can be used to design memory 

circuits. Static Random Access Memory (SRAM) is one of the 

attractive application with QCA Technology. The proposed 

design and simulation of memory cell based on QCA with 

minimum area and complexity. This paper presents the design 

and simulation of multiport SRAM in QCA with minimum 

number of majority gates. SRAM based QCA performance 

has been compared with CMOS technology using Xilinx. 
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1. INTRODUCTION 
Feature size in CMOS has decreased after a drawn-out period 

of time; regardless, a couple of requirements still exist. This 

has caused the snappy enhancement of molecular plans on the 

nanoscale. QCA is one of the nanotechnology has been as of 

late perceived and it is relied upon to accomplish low zone 

and power utilization and high exchanging pace. QCA has 

small voltage source and the situation of electrons decides the 

consistent qualities [2]. Static random access memory 

(SRAM) speaks to an appealing use of the QCA innovation. 

Its structure is entirely reasonable for creation at the nanoscale 

[3]. The article [4] implemented memory as parallel 

read/sequential compose. The fundamental target of this paper 

is a handy reduced multiport Memory cell in QCA. The 

region and postponement of the QCA-based SRAM cell 

displayed in this paper was contrasted and the SRAM cell 

dependent on CMOS and our proposed structure of multiport 

memory utilized in the plan of SRAM cell has proficiency as 

far as region and multifaceted nature when contrasted with 

[1]. The outcomes demonstrates that the proposed SRAM cell 

performs with a base expended zone. The rest of this paper is 

sorted out as follows. 

2. QUANTUM DOT CELLULAR 

AUTOMATA IN BRIEF 

2.1   Review of QCA Cell  
Conventional QCA cell is a square shape with four Quantum 

spots situated at its corners. There are two electrons in every 

cell that can burrow between two quantum dots in a cell, 

however they can't burrow between two cells. Initial one 

demonstrates a standard QCA cell with four specks at the 

corner. The polarization speaks to rationale expresses that 

twofold rationale 0 and paired rationale 1. On the off chance 

that the two electrons adjust in the lower left and upper right 

dots, it speaks to rationale 1 state speaks to second figure. On 

the off chance that the two electrons adjust in the upper left 

and lower right specks, it speaks to rationale 0 state in third 

figure. Figure 1. (a) QCA cell portrayal (b) Cell polarization = 

+1 (state 1) (c) Cell Polarization = - 1 (state 0). 

 

Fig 1: Standard QCA cell 

2.2   Clocking in QCA 
A single QCA wire and the condition of the variety of cells of 

a similar wire in an alternate clock zone are appeared. The 

four clock zones of QCA are demonstrated as Clock 1: Green, 

Clock 2: 15 Pink, Clock 3: Blue and Clock 4: White. The four 

clock periods of QCA are: 1) switch; 2) hold; 3) discharge; 

and 4) unwind. In the Switch period of the clock, the QCA 

cells are at first unpolarized and their potential obstructions 

are low. Amid the switch stage, the QCA cells energize and 

boundaries turn out to be high; in this stage calculation 

happens. Amid the hold stage, obstructions are held high. In 

the discharge stage, obstructions turn out to be low and the 

QCA cells are unpolarized. In the loosen up stage, 

obstructions stay low and the QCA cells remain unpolarized. 

Fig. 2 demonstrates the QCA timing stage. 
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Fig 2: QCA clocking phase 

2.3 Inverter 
A standard structure of the QCA inverter in which the 

information is given at one of the closures and the altered 

yield is acquired at the opposite end. The input wire parts into 

two parallel wires, and due to Columbia fascination it 

enraptures the cell put toward the finish of these wires on the 

right hand side to the contrary polarization. 

2.4   Majority gate  
A fundamental component of QCA circuit is Majority gate; as 

majority logic can be utilized for executing any logical 

function as opposed to utilizing Boolean logical operators. A 

two input AND function can be actualized by a three input 

majority gate by settling one of its contributions as a logical 

zero, though on the off chance that one input of a majority 

gate set to legitimate one it acts like a two input OR function. 

The essential QCA logic component is a majority gate as 

shown in Fig. 3.It produces a yield of one if most of the inputs 

are one. 

2.5  QCA Memory cell  
In this section, an outline of QCA memory structures is 

presented. These structures depend on the memory-in 

movement worldview by which the estimation of the put away 

information is moved through various cells in a closed loop 

spanning at least four clocking zones. These structures have 

diverse highlights, for example, number of bits stored in a 

loop, get to type (sequential or parallel) and cell plan for the 

memory bank. The parallel design is like a customary CMOS 

based memory engineering. The fundamental classical 

memory cell of this engineering is appeared in Fig. 3. The 

information bit is put away in a circle, until the WR/RD 

control flag is low. Whenever WR/RD is raised high, at that 

point the information bit is put away on the up. The circle 

must be actualized utilizing all zones of the four stage 

adiabatic switching technique for the clock, thus allowing the 

motion of the stored bit. Beginning from the basic cell, a 

variety of memory cells can be actualized utilizing similar 

structures utilized in the plan of CMOS memory banks. In a 

QCA pipelined framework, this enables the put away an 

incentive to be protected on the up and up until the compose 

mode happens. The privilege AND gate is called an enable 

gate and works freely from rest of the circuit. Despite whether 

one is in the read or write mode, the enable gate yields the 

stored value when EN is '1'. This demonstrates the memory 

cell is chosen to be perused. Something else, when EN is '0', 

the yield is '0', which implies that the memory cell isn't chose 

to be perused. The circuit schematic for proposed QCA 

memory cell is appeared in Fig. 3.In the above figure, 

discloses SRAM keeps on being a fundamental and important 

memory innovation. It demonstrates the technology of 

memory cell. In the memory cell when EN = 1, output is 

enabled and when EN = 0, output = 0. Whenever R/W = 1, the 

read state is enabled and the D value is saved in the memory 

circle. Whenever R/W = 0, the read state is enabled and the 

saved bit is placed on the output.  

 

Fig 3: Basic memory cell 

3. IMPLEMENTATION OF 

MULTIPORT MEMORY IN QCA  
We have to implement dual port and quad port memory 

include types of multiport SRAM in quantum dot cellular 

automata platform. 

3.1 Dual port memory 
This section presents the proposed structure of dual port 

SRAM and depicts their block diagram. The design of multi-

port SRAM requires more than one 

 

Fig 4: Block diagram of dual port memory cell 

Port. Here in these case mainly shows the gate-level design of 

dual port memory. Our proposed structure of dual multi-port 

which is necessary for designing the one data I/P port and two 

data O/P port memory. It requires seven i/p ports and it is 

efficient in terms number of cells and area when compared to 

secondary memory. To the best of our knowledge dual port 

architecture is reported for the first time in literature. 

 

Fig 5: Design of dual port memory cell in QCA 
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3.2 Memory of Quad port 
The quad port memory cell is designed to obtain the structural 

difference in QCA. Mainly, there are three cases need to 

identify to design a multiport memory using tri-state logic 

gate. First is write operation, second is read operation and last 

operation is w/r inconsistence. The theoretically semaphore 

concept is realized to resolve the problem. But practically it is 

finding out to overcome the problem in current technology 

research. It is very difficult to say about the priority between 

three cases is more important than others.  

 

Fig 6: Design of quad port memory cell in Xilinx 

4. MULTIPORT GATE LEVEL 

ARCHITECTURE IN CMOS 

TECHNOLOGY  

4.1 Design of dual port memory 
The study of comparisons between QCA designer and Xilinx 

(which is based on the CMOS technology) in terms of power 

consumption, area and complexity. The more efficient 

technology used in Xilinx, that can be helped to find out the 

solution to overcome the r/w inconsistence and priority 

resolver. This paper have two main objectives: i) reduced 

consumed area ii) achieving minimum complexity. 

 

Fig 7: Design of dual port memory 

4.2 Quad port memory execution 
In Xilinx tool quad port memory design is basically dependent 

on the gate level architecture. The approach towards the 

architecture which is inconsistent with data flow and power 

dissipation of the entire CMOS technology. 

 

Fig 8: Design of quad port memory 

5. SIMULATION AND RESULTS 
The design and simulation of a dual port as well as Quad port 

SRAM in the QCA technology are presented in this paper. 

The proposed tri-state multiport memory is a flexible and 

powerful structure using Programmable logic and 

interconnections. The design is significantly improved 

because this memory has a 32-bit width. In comparison with 

other studies, the presented memory cell acts as a pipeline that 

decreases delays and increases operating speed. The designs 

can be implemented using the QCA Designer and simulated 

by the QCA Designer software tool and also simulated using 

the Xilinx RTL encounter tool. The results showed that the 

proposed QCA based dual port performs a task with reduced 

area and complexity in terms of number of cells when 

compared to CMOS based memory.  

 

Fig 9: Simulation of dual port memory in QCA 

Table 1. Summary of the data obtained from the 

simulation of the Dual port and Quad port memory in 

QCA as well as CMOS Technology 
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Fig 11: Simulation of Quad port memory in QCA

 

Fig 12: Simulation of Quad port memory in Xilinx 

6. CONCLUSION 
The results showed that the proposed QCA based SRAM 

performs a task with reduced area and complexity in terms of 

number of cells when compared to CMOS based 

SRAM.Table 1 shows the comparison between QCA and 

Xilinx tool. It is a significant improved in terms of area about 

0.22 µm2 for quad port and 0.06 µm2 for dual port. Table 1 

shows that our proposed structure of multiport SRAM has 

efficient in terms of area and complexity. Thus our proposed 

paper have overcome the problems in CMOS technology on 

nanoscale. It is expected that the reduction method presented 

in this work would produce significant hardware savings for 

many future QCA based implementation. 
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