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ABSTRACT 

The salient object detection aims to predict the most eye-

catching objects in an image. The existing salient object 

detection methods only rely on the single color difference and 

cannot predict the complete results. In this paper, a novel 

method is proposed for salient object detection. The proposed 

method combines SLIC super-pixel segmentation and K-

Means clustering algorithm to extract image features. Firstly, 

SLIC segmentation is performed to obtain the color contrast 

feature map based on the color difference between the pixel 

blocks. Secondly, K-Means cluster is carried out according to 

the color feature. After the K-Means cluster, several classes 

are obtained by features in LAB space. Then, the initial color 

space distribution feature map of each class is calculated 

according to the spatial distribution compactness and the color 

distribution uniformity. Considering that the clustering results 

do not contain spatial information, this paper maps the 

clustered results into the super-pixel segmented pixel blocks 

to further optimize the color space distribution feature map. 

Finally, the ultimate saliency map is acquired by fusion the 

color contrast feature map and the color contrast feature map. 

Extensive experiments are conducted on ECSSD dataset and 

the experiment results show the proposed method can achieve 

state-of-the-art performance. 
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Keywords 
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1. INTRODUCTION 
The salient object detection is to mark the most attractive 

objects of the image that contain richest information. The 

salient object detection has been applied in the fields of image 

segmentation [1], image compression [2], image retrieval [3], 

object recognition [4], image understanding [5]. At the same 

time, the rapid development of information technology has 

also made a large number of images as information carriers. 

Faced with such a huge image resource, how to quickly and 

accurately retrieve the information that people want to pay 

attention to is an extremely important issue. Research [6, 7] 

found that the human visual system has visual selectivity. 

When faced with a complex scene, humans can automatically 

process the region of interest and selectively ignore other 

regions. The human visual attention mechanism is mainly 

divided into two types: 1) the bottom-up strategy attention 

mechanism and 2) the top-down strategy attention 

mechanism. As for the former mechanism, the color, 

brightness, edge and other features are extracted to computed 

the difference between the central area and the surrounding 

area, and the computed difference is treated as contrast feature 

for predicting saliency map. On the contrary, the latter 

mechanism is driven by the specific task. Specifically, the 

saliency map is predicted by extracting particular feature of 

the image, which is independent on the data.  

In the past two decades, a lot of related research on salient 

object detection methods emerged.  Most of the existing 

methods are bottom-up models. Among these methods, Itti et 

al. [8] proposed the famous bio-inspired model. Firstly, this 

model extracts the brightness, color and direction features of 

the image according to the behavior of the visual system and 

the neural network structure. Secondly, it obtains the feature 

map of the image at different scales using the center-surround 

difference. Finally, the final saliency map is yielded by linear 

fusion of different feature maps. Hofmann [9] et al. proposed 

a graph-based method based on the ITTI model, namely 

GBVS algorithm, which uses ITTI's feature extraction method 

to take pixel points (or image blocks) as nodes and calculate 

the difference between nodes. The weighted undirected graph 

is finally used to calculate the final saliency map using the 

Markov chain. In the AC method proposed by Achanta et al. 

[10], saliency is defined as the local contrast of the image 

region relative to its neighborhood at multiple scales. It is a 

full-resolution method that provides clear boundary 

information. The LC algorithm proposed in [11] obtains a 

saliency map by calculating the difference between the gray 

information of each pixel and the rest of the pixels, but it 

lacks color information. Hou [12] et al. proposed the spectral 

difference method from the frequency domain perspective. 

This method used the inverse Fourier transform of both the 

Fourier spectrum and the average spectrum of the image to 

obtain the saliency map. Under this method, the result will be 

better if the size of the object is small. However, the obtained 

saliency map has no clear boundaries. Achanta et al. proposed 

a frequency domain modulation algorithm FT [13] based on 

DOG operator, which uses the difference between each 

channel and color mean of the image in the LAB color space 

to obtain a saliency map under the global contrast. Cheng et 

al. [14] proposed a salient object detection method based on 

region contrast. The method creates a color histogram for the 

quantized image and obtains a histogram contrast (HC) by 

calculating the degree of difference between each color and 

the other colors. Firstly, the above histogram is used to divide 

the image into different color blocks. Secondly, the spatial 

relationship is combined to calculate the saliency score of 

each region. Finally, the saliency map based on the region 

contrast is obtained. Guo et al. [15] divided the image into 

multiple sub-blocks, calculated the local features and regional 

features of each sub-block at multiple scales, and used these 

features to predict the final saliency map. Chen et al. [17] 

considered the visual saliency of the three-dimensional relief 

model and the saliency detection of dynamic video, which is 
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the extension of the image saliency problem. Lin et al. [18] 

proposed to improve the saliency detection method of the 

existing Bayesian model, which is leveraged to solve the 

accuracy problem of the current saliency detection algorithm 

and improve the visual effect of the saliency map.  

 

Fig. 1 Saliency maps of several existing methods and the proposed method. (a) the original images; (b) the SUN method; (c) the 

FT method; (d) the GS method; (e) the proposed method; (f) the ground truth. 

With the rapid development of deep learning in recent years, 

some methods have been applied to apply deep learning for 

image saliency detection [19-21]. These methods need to be 

trained on a large number of images for a long time to obtain 

better saliency results. Most of the bottom-up methods are 

based on pixels, which predict the saliency map by the 

difference between pixels.  

The FT [13] methods performs simple addition and 

subtraction in the matrix of pixels. The operation time 

complexity is O (N) (N refers to the number of pixels). To 

calculate the difference between a pixel and all other pixels, 

the time complexity will suddenly rise to O (N*N). In order to 

improve the effect of the method, researchers often make a 

plurality of pixels into one pixel block, and detect the salient 

area of the image by the difference between the pixel blocks. 

Ren [22] and Cheng [14] predict the saliency map using 

similar colors and their distances for each block. The K-

Means clustering method [23] ignores the distance between 

pixels and divides the image into several classes that are 

similar in one or a few features, so that each class in the 

clustering result has similar feature. There is also a super-

pixel segmentation method implemented by SLIC (Simple 

Linear Iterative Clustering) [24]. The SLIC method can divide 

the image into several super-pixels with uniform texture 

according to the color and spatial position. The time 

complexity can be reduced to O(m*m) (m refers to the 

number of super pixels, m << N) using the super-pixel to 

replace the pixel points for calculating the difference. Yang 

[25] improved the speed of the method by using SLIC for 

super-pixel segmentation. 

According to the above introduction, we can find that the 

existing salient object detection methods face with two main 

challenges: 1) the results of the salient object detection are 

incomplete, and 2) some salient regions with similar 

background colors cannot be detected. To resolve these 

challenges, a novel salient object detection method is 

proposed. The proposed method combines both the color 

contrast and color space distribution features based on super 

pixel segmentation and clustering. Firstly, SLIC segmentation 

is performed on the image, and the color contrast feature map 

is obtained based on the color difference between the pixel 

blocks. Secondly, K-Means cluster is carried out for the image 

according to the color feature. After the K-Means cluster, 

several classes are obtained on the basis of features in LAB 

space and the initial color space distribution feature map of 

each class is calculated according to the spatial distribution 

compactness and the color distribution uniformity. 

Considering that the clustering results do not contain spatial 

information, this paper maps the clustered results into the 

super-pixel segmented pixel blocks to further optimize the 

color space distribution feature map. Finally, the ultimate 

saliency map is acquired by fusion the color contrast feature 

map and the color contrast feature map. The proposed method 

has the time complexity of O(m*m+n*n) (m refers to the 

number of super-pixels, n refers to the number of cluster 

seeds). In addition, the proposed method is simple, easy to 

implement, and has a state-of-the-art result. What’s more, the 

proposed method also has obvious improvements to the 

shortcomings of the above-mentioned classical algorithms, as 

shown in Fig. 1. The non-salient regions detected by the 

color contrast map can be corrected using the color space 

distribution to obtain an accurate saliency map. 

The rest of the paper is arranged as follows: Section 2 briefly 

introduces the related knowledge involved in the method. In 

Section 3, we present our proposed salient object detection 

method. Section 4 gives the experiment results of the 

proposed method. Finally, Section 5 conclude the paper. 

2. RALATED WORK 
In this paper, the image filtering algorithm, K-means 

clustering algorithm and SLIC super-pixel segmentation 

algorithm are used to detect the image saliency. In this 

section, the related knowledge involved in the proposed 

method is briefly introduced. 

2.1 Smoothing Filter 
Smoothing filtering is a kind of spatial domain filtering 

technology that enhances low frequency. Smoothing filtering 

in spatial domain generally adopts simple averaging operation 

to obtain the average color value of adjacent pixels in image 

processing.   

The size of the neighborhood is directly related to the 

smoothing effect. The larger the neighborhood, the better the 

smoothing effect. However, when the neighborhood is too 

large, the smoothness will cause the edge information  

to be lost more and make the output image blurred. Hence, it 

is necessary to choose the proper size of the neighbor. There 

are always noises in the image that affect the calculation. 

Therefore, the proposed method needs to use the smoothing 

filter to denoise the image. Fig. 2(b) shows the result after 

filtering with a Gaussian low-pass filter of size 3*3. 
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2.2 K-Means Clustering Algorithm 
The clustering algorithm can divide the image into several 

classes that are similar in one or a few features to process the 

data efficiently. The basic principle of cluster analysis is to 

make the features of data in the same class are similar, and the 

features of data in the different classes are not similar. K-

Means clustering algorithm is one of the most widely used 

algorithms in many clustering algorithms for its simple 

algorithm, easy implementation and good clustering 

convergence. The K-Means clustering algorithm divides the 

data into K classes. Each class kc  has a cluster center i . 

The clustering process is to continuously calculate and update 

the cluster center. The distance between the data and the 

cluster center is: 

2
( )

i k

k i k

x c

J c x 


  ,           (1) 

where ix  is the data point in the class and k  is the  cluster 

center. 

 

Fig. 2 Results of each step: (a) the original image; (b) the 

filtering image; (c) the clustering image; (d) the SLIC 

segmentation result. 

In this paper, the color features of the image are used for 

clustering. The color features refer to the three components of 

L, A and B in the CIE LAB color space. 

2.3 SLIC super-pixel segmentation 
Super-pixels can represent images in a relatively simple 

format and reduce image redundancy. Since each super-pixel 

block has the same properties, super-pixel meshes are more 

useful than pixel meshes in salient object detection. In the 

method of this paper, super-pixel image segmentation is used 

as the basic preprocessing. Firstly, the image is divided into 

different sizes of pixel blocks. Secondly, the saliency of each 

pixel block is computed. Finally, we generate the final 

saliency map based on the image pixel. In this paper, the 

SLIC super-pixel segmentation algorithm is adopted. 

SLIC is a simple linear iterative segmentation algorithm based 

on the K-Means clustering. Differently, the search space of K-

Means is the whole image, while the search space in SLIC is 

limited to the area proportional to the super-pixel size. 

Therefore, SLIC is faster to cluster than K-Means. The 

algorithm performs local clustering based on the five-

dimensional feature vector composed of CIE LAB color space 

and two-dimensional coordinates (x, y) of the image [24]. The 

main process is: 1) initialize the seed according to the required 

number of super-pixel partitions K and calculate the distance 

between the super-pixels, where the initial distance is defined 

as ( / )S N K ; 2) the pixels are searched and clustered in 

the 2S*2S region; 3) perform the iterative optimization for 10 

times to get the ideal segmentation result. The distance metric 

includes color distance and spatial distance. The calculation 

methods of the two distances are as follows: 

2 2 2( ) ( ) ( )c j i j i j id l l a a b b      ,  (2) 

2 2( ) ( )s j i j id x x y y    ,   (3) 

2 2( ) ( )c s

c s

d d
D

N N
   ,   (4) 

where cd  represents the color distance of the j-th  super-pixel 

and the i-th  super-pixel; l , a  and b  are the three channel 

variables in the CIE LAB color space; sd  represents the 

spatial distance of the j-th super-pixel and the i-th super-pixel; 

cN  is the maximum color distance, which is generally taken 

as 10; sN is the maximum distance between seeds, and is set 

to sN S .  

The SLIC algorithm can effectively segment the image into 

super-pixel blocks with different sizes and shapes but 

similarly uniform. Fig. 2(d) shows the segmentation result 

using the SLIC algorithm. It can be seen from the figure that 

the boundary of the super-pixel block is largely close to the 

boundary of the object in the original image. Meantime, each 

super-pixel block not only contains the color, direction, and 

brightness information of the bottom layer, but also contains 

structural information of the entire image. The use of super-

pixel blocks as a basic unit for salient object detection can 

ensure the accuracy of object boundary calculations. 

3. ROPOSED METHOD 
The proposed salient object detection method mainly includes 

three steps: 1) color contrast calculation, 2) color space 

distribution calculation and 3) saliency map fusion. For the 

image to be detected, we first use the smoothing filtering 

technique in Section 2.1 to smooth the image, and then 

calculate the saliency map of the smoothed image. The flow 

chart of the proposed method is shown in Fig. 3. It is worth 

noting that both the proposed method and the method in [26] 

preprocess the image with super-pixel segmentation. 

Differently, the method in [26] adopts the algorithm of super-

pixel generation based on region covariance, which treats the 

covariance matrix between regions as a feature, so that the 

final saliency map is predicted by combining pixel blocks and 

pixel points and the predicted saliency map are incomplete in 

details. 

3.1 Color Contrast Calculation 
Pixel is the basic unit of image and whether it is located in the 

saliency area depends on the difference between the pixel and 

its surrounding environment. The greater the difference, the 

more likely it is located in the saliency area. Most of existing 

works are based on this Color Contrast for salient object 

detection. 

The contrast-based salient object methods can be divided into 

two types: 1) the global contrast-based methods and 2) the 

local contrast-based methods. The proposed method belongs 
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to the latter. On the basis of color contrast, the weight is 

adjusted by considering the Euclidean distance between 

pixels. In [27], the author adopts the spatial distance from the 

pixel to the center of the image so as to obtain a more accurate 

detection result. In this paper, we use super-pixel blocks as 

basic elements to improve computational efficiency. 

 

Fig. 3 The framework of the proposed method.

Suppose the image is divided into N super-pixel blocks, and 

each super-pixel block is called a region. The contrast value 

of the defined region i is the difference between it and all 

other regions in the CIE LAB color space. In [28], the larger 

the color distance between the regions and the smaller the 

geometric distance, the larger the contrast value. The saliency 

of the region is directly proportional to the color difference 

and inversely proportional to the geometric distance 

difference. Therefore, this paper additionally considers the 

distance weight between regions to adjust the contrast to 

obtain a color contrast map. The contrast value iR  of the 

region i is defined as follows: 

1

( , )
N

i i j i j

j

R c c P p p


   ,   (5) 

2 2 2( ) ( ) ( )i j i j i j i jc c l l a a b b       , (6) 

2

1 1
( , ) exp( )

2
i j i j

i p

P p p p p
Z 

   ,  (7) 

2 2( ) ( )i j i j i jp p x x y y     ,  (8) 

where ic  and jc  are the vector matrices composed of l , a  

and b  of region i  and region j , respectively. 

The norms of the two vector matrices are used to find the 

color contrast between regions (see Eq. 6). ( , )i jP p p  is the 

distance weight between region i  and region j. ip  and jp are 

the central coordinates of the two regions (represented by x, 

y). The adjustment distance weight is in the form of Gaussian 

function. 
1

iZ
 is the normalization factor that makes 

1
( , ) 1

N

i jj
P p p


 .In our experiment, p  is set as 0.5. 

3.2 Color Space Distribution Calculation 
The background of the image is usually distributed throughout 

the image, with similarity, repeatability and large proportion. 

The salient region of the image is one or more independent 

objects different from the surrounding environment. It is 

relatively compact and therefore has a certain sparseness. The 

salient region of the color contrast map is not necessarily a 

real salient region. Therefore, in addition to the color contrast, 

we need to define a second metric for inferring the saliency 

map, where we choose the color space distribution. In this 

paper, we use K-Means clustering algorithm to divide the 

image into several classes according to the color features. The 

difference between the various classes is large, so it is easy to 

calculate the spatial distribution of each class. According to 

the spatial distribution feature of the pixels, the independent 

target regions are analyzed. The wider the image color space 

distribution is, the more likely it is the background region. 

The narrower the image color space distribution is, the more 

likely it is a salient object. For some salient objects in the 

center of the image, there are still compact objects around the 

image. This kind of object is sub-salient or non-salient. For 

this case, it can be removed by the central principle. 

Due to the randomness of the seeds in K-Means clustering, we 

use regular hexagonal typesetting to enhance the robustness. 

The number of seeds affects the effect of clustering. In this 

paper, we set the number of seeds as 10. In other word, the 

image is divided into 10 categories or divided into 10 color 

components, which can reduce the amount of calculation and 

ensure sufficient clustering precision. 

3.2.1 Preliminary Color Space Distribution 
The spatial distribution of the color depends on its degree of 

diffusion in the image. The larger the spatial distribution of 

the color, the more likely the color region is the background. 

The smaller the spatial distribution of the color, the higher the 

probability that the color region is an independent object, and 

the higher the significance. After clustering, the images are 

divided into different classes according to color. The color 

space variance of each class can represent the distance from 

the position of the color in the class to the center position of 

the class. Therefore, the spatial variance of the class can be 

used to indicate the degree of color diffusion within the class. 

Similarly, the spatial variance between classes can indicate 

how much the position of the color within the class deviates 

from the position of all other class centers. Combining the 

intra-class space variance and the inter-class space variance 
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can double suppress the class with the largest degree of 

diffusion, enhance the saliency of the class near the center of 

the image, and maintain the salient object around the image. 

In addition, the color variance within the class can represent 

the similarity of colors within the class. In general, the color 

of the salient object is concentrated, and the high similarity of 

the colors within the class can improve the saliency of the 

class. A preliminary color space distribution map can be 

obtained by combining the above three features, and the color 

space distribution value iD  of the color component i  is as 

follows: 

2 2(exp( ) (1 exp( ) / (2 )))in out c

i i i i dD V V V        ,

 (9) 

2

( )

( )

i

p

i i

p cl iin

i

p c

V
n i








,         (10) 

2

( )

1 ( )

i

p

i jM
p cl iout

i

j

p c

V
n i










 ,         (11) 

2

( )

( )

i

c

i i

p cl ic

i

c c

V
n i








,         (12) 

where 
in

iV  and 
out

iV  represent the intra-class space variance 

and the inter-class space variance of the color component i , 

respectively. 
c

iV  represents the intra-class color variance of 

the color component i . 
p

ic  and 
p

jc  represent the spatially 

clustered center of the color component i  and j . 
c

ic

represents the clustering center the color component i , which 

is the color mean of each channel. ( )cl i  is a collection of 

pixel data of color component i , which can access the related 

pixel features. ip  refers to the x  coordinate and y  

coordinate of each pixel belonging to the set. ic  refers to the 

l  component value, the a  component value and the b  

component value of each pixel belonging to the set. 

In the calculation process, the relevant factors are normalized. 

Among them, the intra-class space variance and the inter-class 

space variance are inversely proportional to the saliency. 

Therefore, we change the value range from [0,1] to [1, 0] 

relying on the normalization by the exponential function. The 

color variance within the class is proportional to the saliency. 

Here, the Gaussian weight is used to assign weights to the 

color variance within the class. In this paper, we set 
2

d  as 5. 

3.2.2 Color Distribution Optimization 
After clustering the color space distribution values of each 

class, it is necessary to combine with the super-pixel 

segmentation results to optimize again. When using K-Means 

clustering, we only consider the color clusters distributed in 

the image and ignore the adjacency between colors. 

According to the position of each super-pixel and the 

preliminary color space distribution map, the value of each 

super-pixel is an average gray value of the corresponding 

position pixel point on the preliminary color space distribution 

map. By assigning a value to the super-pixel, we obtain a 

super-pixel-based color space distribution map of the same 

shape as the pre-segmentation in color contrast. The 

calculation of the preliminary distribution value iK  of each 

super-pixel is given by Eq. 13. In order to optimize the super-

pixel blocks that should belong to the color space distribution 

map, we need to calculate the color difference between each 

super-pixel block and its adjacent super-pixel block. The 

smaller the difference, the more similar the two super-pixel 

blocks should be, and similar grayscale should be given. By 

combining the preliminary distribution values in the 

preliminary color space distribution map, we can obtain an 

optimized color space distribution map. Let 
iD   indicate the 

distribution value of the region i  after optimization as: 

( )

( )

i

i

p sl i

i

c

K
n i





,           (13) 

1

( exp( ( , )) )
iU

i i j j i

j

D C c c K K


     .          (14) 

Where ( )ip sl i  refers to the set of all pixels in the i-th  

super-pixel. ic  refers to the corresponding gray value of each 

pixel in the set in the preliminary color space distribution 

map. ( )n i refers to the size of the collection. iU  refers to the 

number of adjacent regions of region i . ( , )i jC c c  refers to the 

color difference between region i  and region j . For 

accuracy, we ignore the channel l  and only calculate the 

difference between the channel a  and channel b . The small 

difference shows that the initial distribution values of the two 

regions are similar. iK  and jK  are the preliminary 

distribution values of the region i  and region j , respectively. 

3.3 Fusion of Saliency Maps 
The result of SLIC super-pixel segmentation is a similarly 

uniform region, which ensures the spatial distribution of 

pixels within each region. The result of K-Means clustering 

only guarantees the similarity of the color values of the pixel 

points in the class, and does not consider the spatial 

distribution of these pixels. The optimization results of the 

color distribution map can better reflect the saliency of the 

image, but in some cases, the color distribution map cannot 

better reflect the saliency area of the image. Therefore, it is an 

effective idea to combine color distribution map and the color 

contrast map to better extract the saliency of the image. The 

proposed method combines the spatial distribution and color 

distribution features of the image, and fuses the color contrast 

map with the optimized color space distribution map to obtain 

the final saliency map. In fact, the proposed method can 

extract the salient objects of the image effectively and reduce 

the time complexity of the operation by a large margin. As a 

result, the proposed method not only amplifies the advantages 

of both, but also compensates for their shortcomings, which is 

the biggest advantage of the propose method. We normalize 

the calculation results of the above two to the [0,1]. The final 

saliency map is proportional to the color contrast map and the 

color space distribution map, so the saliency value iS  after the 

fusion of the color contrast and the color space distribution 

maps in region i  can be written as follows: 

i i iS R D  .                (15) 

Since the color space distribution value and the color contrast 

value can partially reflect the saliency of the image, the color 

contrast map and the color space map are two gray maps. If 

the gray value at the pixel point in a feature map is zero, 

according to Eq. 15, we can conclude that the corresponding 



International Journal of Computer Applications (0975 – 8887) 

Volume 177 – No. 15, November 2019 

18 

result in the final saliency map is zero. Combining the two 

feature maps allows the final results to be complementary. 

4. EXPERIMENT AND ANALYSIS 
In order to verify the accuracy and effectiveness of the 

proposed method, we conduct the experiment on the public 

saliency dataset ECSSD. The experimental environment is an 

ordinary PC under Windows 7 (32 bit), the processor is 

XeonE3-1231 v3, 32GB memory DDR3 ECC, and the 

experiment is implemented with MATLAB R2014a. The 

experimental results of our method are compared with the 

classical ITTI [8], GBVS [9], SR [12], LC [11], FT [13], CA 

[28] and RC [14] methods. Fig. 4 shows the visual 

comparison results for different methods. It can be seen from 

the Fig. 4 that the proposed method has a significant 

improvement compared with the classical methods. The 

applicability of the proposed method is very wide, not only 

for large salient object detection, but also for salient object 

detection at the edge of the image. In addition, the propose 

method can be applied in the case of complex backgrounds, 

especially for the case that salient object is similar to the 

background color. 

 

Fig. 4 The visual comparison results for different methods on ECSSD dataset. 

To evaluate the effectiveness of the proposed method more 

objectively, we calculated the Precision-Recall Curve (PR) 

curve and the F-measure value as evaluation metrics for the 

above classical methods and our method. The PR curve 

reflects the tradeoff between the accuracy of the classifier's 

recognition of the positive example and the ability to cover 

the positive example. The ordinate is represented by Precision 

and the abscissa is represented by Recall. 

The relevant formula is defined as follows: 

TP
TPR

TP FN



,          (16) 

FP
FPR

FP TN



,                            (17) 
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TP
P

TP FP



,          (18) 

TP
R

TP FN



,            (19) 

Among them, TP  is a real class, FP  is a positive class, TN  

is a true negative class, and FN  is a false negative class. 

TPR is the true positive rate. FPR  is the false positive rate. 

P  is precision, which reflects the accuracy of the salient 

object detection. R  denotes Recall, which is the measure of 

coverage. 

 

Fig. 5 The PR curves for different methods on ECSSD 

dataset. 

The F-measure is calculated based on the precision and recall 

rate, which can be used for evaluating the classification 

method comprehensively. Formulaically, the F-measure can 

be written as follows: 

2

2

(1 ) P R
F

P R





  


 
,         (20) 

where 
2 3  . 

In order to obtain P , R , TPR  and FPR  under different 

thresholds, the threshold is gradually increased from 0 to 255 

(20 groups in total), and the mean values of P , R , TPR  and 

FPR  for each method on 1000 images are calculated. Fig. 5 

shows the PR curve. To calculate the F-measure at a fixed 

threshold, the adaptive threshold of each salient object 

detection method is calculated to perform binary 

segmentation. The adaptive threshold of each saliency map is 

twice the mean of the grayscale. Fig. 7 shows the F-measure 

curve for each method on ECSSD dataset. 

Combining the above two evaluation metrics, we can see that 

the proposed method is better than the other compared 

methods. It can be seen from Fig. 5 that the precision of the 

proposed method is higher in the case of the same recall rate 

than other compared methods. And as can be seen from Fig. 

6, the precision of the RC method is not much different from 

the proposed method, but the recall rate is low, because the 

RC method can only enhance the saliency of some objects. In 

contrast, the proposed method can guarantee a higher recall 

rate while ensuring higher precision, and get a higher F-

measure value than other methods. The experiment shows that 

the overall effect of the proposed method is the best, and it 

can accurately detect the salient object in the image. And the 

example in Fig. 1 shows that the detection results of the 

proposed method are significantly better than other compared 

methods on images with similar background and salient 

objects. 

 

Fig. 6 The F-measure for different methods on ECSSD 

dataset. 

A comparison of the proposed method with the SF [29] 

method which also uses super-pixel segmentation and 

DeepSal [30] method which is based on deep learning is 

shown in Fig. 7. The salient object detection methods based 

on deep learning requires a large number of datasets to train 

the model, so they are usually more accurate than the contrast-

based methods, and can detect the salient object in complex 

scenes. In contrast, it is obvious from Fig. 7 that the results of 

the proposed method can struggle to the DeepSal model based 

on deep learning and is far superior to the SF model used   

super-pixel segmentation, which further illustrates the 

effectiveness of the proposed method. 

 

Fig. 7 The comparisons for recently methods on ECSSD 

dataset. 

5. CONCLUSION 
According to the color contrast and color space distribution of 

images, we propose a salient object detection method based 

on super-pixel segmentation and clustering. The non-salient 

region detected by the color contrast can be corrected by the 

color space distribution to obtain an accurate saliency map. 

For the salient object similar to the background color, the 

ideal detection result can also be obtained. We compared the 

proposed method with several classical salient object 

detection methods on ECSSD dataset. The experiment results 

show the average precision, the recall rate, and the F-measure 

value of the proposed method is better than the other methods. 

However, due to the repeated use of super-pixels and 

clustering blocks in the proposed method, the computational 

speed of the proposed method is low and the saliency map is 
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not smooth enough. In the future work, the calculation speed 

of the frequency domain can be considered. In addition, we 

will also consider introducing spatial information into cluster 

segmentation to improve the accuracy of cluster segmentation 

results. At the same time, we will continue to explore the 

salient object detection method for complex scene to improve 

the robustness of the proposed method. 
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