Cataract is a serious eye disease which may cause blindness. Early detection is of high significance to the treatment of cataract, which reduces the risk of patients to turning into blindness. Some studies were conducted for fundus image classification based on traditional machine learning methods. However, their performance still can be improved. Therefore, a novel deep learning based method is proposed to classify cataract using fundus images. To avoid relying on mass labelled data, the proposed method resorts to deep transfer learning to reduce the number of parameters that need to be trained. Consequently, in the proposed method, the first five convolutional layers of AlexNet are utilized for general feature learning; then three subsequent layers are designed and fine-tuned for the classification of fundus images. The best performance for cataract detection is 95.37% in terms of classification accuracy.
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1. INTRODUCTION

Cataract is a serious eye disease in the world. Cataract is often caused by the buildup of protein in the lens, which may lead to blindness. According to recent studies [7,19], the number of patients with cataract will reach 40 million in 2025. Therefore, researchers have paid more attention to the detection of cataract. Accordingly, early detection is very important for patients with cataract, which can make a faster recovery. Unfortunately, skilled ophthalmologists are very scarce in developing areas [7]. The patients with cataract in these areas cannot be diagnosed in time. Currently, medical images are the main tools for the detection of cataract, which includes slit-lamp photography, retro-illumination imaging devices and fundus images. However, the first two diagnosis methods are expensive for patients in developing countries. In addition, manual diagnosis of cataract is a complex and boring work for ophthalmologists. Therefore, it is valuable to provide automatic diagnosis service of cataract for patients in these areas. Recently, fundus images are demonstrated to be effective for the diagnosis of cataract [7,18,19]. Comparing with the above two methods, the detection of cataract is simpler. The reason is that diagnosis conclusions can be made according to only one image. In addition, ophthalmologists could examine other eye diseases from fundus images. Therefore, fundus images are more suitable for cataract diagnosis in developing areas. Some studies concerning automatic classification of cataract using fundus images have been conducted [7,19,20,22]. However, they were based on traditional machine learning methods to classify fundus images, the performance of which is needed to be improved.

Therefore, a novel deep learning based method is proposed to classify cataract using fundus images. It is well known that deep learning needs a large amount of labelled data to train parameters in networks. However, there is not often enough data for model training in medical domain. Consequently, deep transfer learning is utilized in the proposed method to reduce the number of parameters that need to be trained. In convolutional neural networks (CNN), shallower layers extract general features and deeper layers learn task-dependent features. Therefore, partial networks trained from the source domain are reused for general feature learning. Specifically, the first five convolutional layers of AlexNet are used for general feature learning; then three subsequent layers are designed and fine-tuned for the classification of cataract. By the combination of deep transfer learning and fine-tuning, state-of-the-art deep learning technology is applied to achieve automatic cataract diagnosis. The rest of the paper is organized as follows. Section 2 presents the related work. Section 3 describes the methodology. Experimental results are discussed in section 4. Finally, The conclusion of the paper is given in section 5.

2. RELATED WORK

Nowadays, some researchers have proposed some methods for the classification of cataract. Guo et al. classified fundus images based on a discriminant analysis algorithm and traditional image features [7]. Yang et al. used an ensemble learning based approach for the automatic detection of cataract. They utilized three handcrafted feature sets to build SVM models and Back Propagation Neural Network models; then, majority voting and stacking were studied for the combination of base classifiers [19]. Yang et al. exploited a traditional method to detect cataract, in which a neural network was trained based on luminance and texture features [20]. The work in [22] detected cataract using linear discriminant analysis and Adaboost. Some other methods were also presented to classify cataract using slit-lamps or retro-illumination images. For examples, Li et al. extracted some handcrafted features to build an SVM model for the...
grading of cataract [13][12]. Gray level image gradient-based features were employed for automatic grading of nuclear cataract [17]. The work in [6] used a deep feature learning approach for grading nuclear cataract. By retro-illumination images, the spoke-like features of cortical opacity were utilized to detect cortical opacities and grade the severity of cortical cataract in [11]. A linear discriminant analysis model was trained on texture features for cataract diagnosis in [5]. In addition, some models were constructed based on diagnostic data [1][13]. However, most of these studies used traditional machine learning methods to build the cataract diagnosis models, in which feature extraction was complex. Therefore, we propose a novel deep learning based method to classify cataract using fundus images, which can obtain better prediction performance.

3. METHODOLOGY

3.1 ALexNet

CNN often consist of multiple convolution and pooling layers with two or three fully connected layers.[10][16]. To handle multi-class classification tasks, the softmax function is used for the final predictions. Its definition is as follows:

$$S_i = \frac{e^j}{\sum_j e^j}$$

where $i$ is the index of $i$-th class for a sample and $S_i$ is the probability of the sample belonging to $i$-th class; $j$ indexes the classes. CNN is a feature learning based method, which could extract representative features from images. Comparing with handcrafted features, deep learning extract features automatically, which are better for training effective models. In addition, shallower layers of CNN can learn general characteristics of images. Therefore, we use the first five layers of AlexNet to extract general features from fundus images in the experiment, the process of which is presented in Fig. 1.

AlexNet is a popular deep learning architecture. It has eight layers, which includes five convolutional layers, some of which are followed by max-pooling layers, and three are fully-connected (FC) layers [10]. The output of the last FC layer is utilized to generate the final predictions with the softmax function. The predictions have the same distribution of the classes in training data. In AlexNet, we can find that the last pooling layer outputs exist 256 feature maps with a 6×6 resolution. Then, a 4096-dimensional feature vector is generated through three FC layers, which represents an image for the final classification. Since the FC layers learn task-dependent features, we only reuse the first five layers instead of the whole architecture for the general feature extraction from fundus images [21].

3.2 Deep Transfer Learning

Transfer learning is a technology that transfers learnt information from the source to the target domain. It is achieved by reusing existing models. Therefore, it provides researchers with a way to build models with less labelled training data. The most advantage of transfer learning is that the it does not require training data and testing to be Independently and Identically Distributed. It is different to construct an effective deep learning model for cataract classification with less annotated samples. Consequently, deep transfer learning is investigated for fundus image classification. Currently, many classical deep learning models were proposed for the ImageNet dataset [2], which are eligible for deep transfer learning.

In this paper, the objective of deep transfer learning is also that apply knowledge learnt by deep models to the fundus image classification task. We reuse partial network of AlexNet and the corresponding parameters in the proposed method for the general feature learning. Then, three subsequent layers are fine-tuned based the extracted general feature maps to obtain a good classification performance.

3.3 The Proposed Method

An overview of the proposed method is shown in figure 1. According, AlexNet was trained on the ImageNet dataset. We transfer the first five layers of AlexNet for the general feature learning. The parameters in the five layers are frozen. To obtain the model for the classification of cataract, we design three subsequent layers. A skip connection is used to achieve a better generalization [8], which also makes the training faster. Then, to reduce the redundancy of extracted feature maps, global average pooling is used for feature reduction, which results in a 1024-dimensional feature vector for each fundus image. The last three layers are fine-tuned using fundus images. Finally, the softmax function is utilized to make the final predictions.

The training of the proposed methods is as follows. Let $f_p$ represent the mapping function, where $p$ is the set of parameters. Given a dataset $D$, let $(x_i, y_i) \in D, i = 1, ..., N$ denote the training data; Each $x_i$ is a fundus image; $y_i$ is the label of $x_i$, $p$ can be trained by solving the following problem:

$$\min_p \frac{1}{N} \sum_{n=1}^{N} \text{loss}(\text{softmax}(f_p(x_n)), y_n)$$

(2)
4. EXPERIMENTS

4.1 Setup of Experiments

4.1.1 Dataset. The fundus images in this experiment are obtained from Beijing Tongren Eye Center of Beijing Tongren Hospital, which is a subset from the database of a Picture Archiving and Communication System. It includes 8030 fundus images (4671 non-cataractous images and 3359 cataract images). The age range of patients is from 10 to 90.

In this work, we focus on the classification of cataract, i.e., building a deep model to decide whether a fundus image is a cataract or not. It is significant for large scale cataract screening.

4.1.2 Image Preprocessing. Since the sizes of fundus images are not same, image preprocessing is necessary before model construction. All fundus images are resized to 256 × 256 pixels. In addition, patients’ personal medical information is eliminated from fundus images.

Considering the fact that the quality of fundus images is easily impacted by light, the RGB fundus images are converted to green-channel (G-channel) fundus images, which are demonstrated to hold more valuable information than original RGB images [3, 4]. A fundus image and its R/G/B-channel images are presented in Fig. 2. Compared with the other three images, the G-channel image is clearer.

4.1.3 Evaluation Criteria. In this paper, the proposed method is tested based on evaluation criteria i.e., accuracy (acc), sensitivity (se) and specificity (sp). Their statistical definitions are listed as follows:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]
\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]
\[
\text{Specificity} = \frac{TN}{TN + FP}
\]

Table 1 lists the meaning of TP, FN, FP and TN. TP (TN) means the number of cataract (non-cataractous) which are correctly predicted. FP (FN) represents the number of non-cataractous (cataract) which are classified as cataract (non-cataractous).

4.2 Experimental Results

In this study, three experiments are conducted. The first experiment investigates the performance of the proposed method with different number of fine-tuned layers. The performance of the proposed models based on original and G-channel fundus images is discussed in the second experiment. The proposed method are compared with three related models in the last experiment. Ten-fold cross validation method is used to evaluate the performance of the proposed cataract classifiers.

4.2.1 The number of fine-tuned layers. In this section, the performance of the proposed method concerning the number of fine-tuned layers are investigated. In figure 3, the accuracy value of the proposed method with 1 (2, 3, and 4) fine-tuned layer (layers) is reported, which is labelled by “Fine-tuned 1 (2, 3, and 4)”. According to the results, it is easy to find that fine-tuning three layers in the proposed methods is a better choice for the classification of cataract. Moreover, the result of fine-tuned AlexNet demonstrates that only training the last FC layer cannot obtain better performance for fundus image classification.

4.2.2 Model construction on original and G-channel fundus images. In this experiment, we test the performance of original and G-channel fundus images for model construction. The results are listed in TABLE 2 which represent the classification performance.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>se(%)</th>
<th>sp(%)</th>
<th>acc(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Images</td>
<td>90.14</td>
<td>92.39</td>
<td>92.07</td>
</tr>
<tr>
<td>G-channel images</td>
<td>93.42</td>
<td>95.73</td>
<td>95.37</td>
</tr>
</tbody>
</table>
of the proposed method on the two image sets, respectively. It can be found the model using green-channel images outperform the one based on original fundus images. The green-channel based model achieves the highest classification accuracy of 95.37% and it also obtains an improvement of 3.28% (3.34%) in se (sp). Therefore, it is concluded that the classifier on G-channel fundus images is more suitable for the cataract classification task.

4.2.3 Model comparison. In this section, the proposed method is compared with three related models. The classification performance of the four methods are shown in figure\[1\] Notably, the experimental data may not be different for the five methods. However, the comparison is meaningful for studying the performance of the proposed method. In figure\[2\] It can be found that the proposed method outperforms the three methods, which means that our model is also comparable and competitive with the three models.

5. CONCLUSION
In this paper, a novel deep learning based method is proposed to classify cataract using fundus images. To avoid relying on mass labelled data, deep transfer learning is used to reduce the number of parameters that need to be trained. In the proposed method, the first five layers of AlexNet are utilized for general feature learning and three subsequent layers are designed and fine-tuned for the classification of cataract. To obtain a desirable model, green-channel fundus images are applied to train the proposed method. Comparing with three related models, the proposed method achieves the highest accuracy of 95.37%, which is comparable and competitive. The experimental results reveal the proposed method is effective for the classification of fundus images. In the future, we focus on deep learning methods with attentional mechanisms to build better models for cataract diagnosis.
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