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ABSTRACT 

Depending on how algorithms are trained, they could be 

significantly more accurate when identifying white faces than 

black ones. It has recently been shown that algorithms trained 

with biased data result in algorithmic discrimination. During 

training, an algorithm is given pairs of face images of the 

same person, and it learns to pay more attention to features 

that strongly indicate that the two images represent the same 

person. Recently, with facial recognition becoming more 

prevalent in law enforcement and consumer products, there is 

increasing concern that such systems are ominously less 

accurate for people with black skin. In this work, a database 

of still images is created with a total of 132 black-faces 

representing 22 individuals, having images cropped to pixel 

sizes of 100x100, 80x80, 60x60 and 40x40 respectively.  Two 

separate face recognition algorithms are also developed using 

Principal Component Analysis (PCA) and Linear 

Discriminant Analysis (LDA). Performance indices of the 

PCA and LDA algorithms are assessed in terms of the 

recognition rate, error rate, false rejection rate (FRR), and 

false acceptance rate (FAR). The objective of this research is 

to provide a control measure for testing racially-biased error 

rates in commercially available face recognition software. 

General Terms 

Pattern Recognition and Artificial Intelligence. 

Keywords 

Face Library, Racially Biased Data, Principal Component 

Analysis, Linear Discriminant Analysis, Face Recognition 

Software, Performance Indices. 

1. INTRODUCTION 
The face is the only natural member of the body which serves 

as the primary focus of recognition and social association 

[1].The human ability to recognize faces is quite remarkable. 

Since the onset of researches in artificial intelligence (AI), 

researchers have been working hard to transfer the same 

power of recognition exhibited in humans to machines, thus 

resulting in the technology called face recognition. Face 

recognition uses information harvested from an individual’s 

facial features to achieve automated identification. It is a more 

complex problem than merely detecting the presence of a 

human face [2], [3]. Basically, the technology compares two 

face images in a fairly complex process to determine whether 

they represent the same person. Face recognition is 

intrinsically probabilistic in the sense that the results produced 

are not exact, but rather identifies possible matches [4]. Face 

recognition is thus very useful in finding a person within a 

large database of faces, especially in law enforcement, access 

control, criminal investigations, image processing and bio-

data database organization. 

2. THE CURRENT CHALLENGE 
It is common knowledge that companies such as HP, Apple, 

Microsoft, IBM and Google have released commercial 

software that perform automated facial analysis which is now 

inbuilt into most smart phones and laptops as a security 

mechanism.  However, new research and real-life examples 

show that existing commercial facial recognition systems are 

more prone to either misidentify or fail to identify persons 

with darker skin tones, especially the black race. A few 

examples include earlier facial recognition systems from HP 

and Google which failed to recognize people with dark skin, a 

HP webcam failing to register black people in 2009, and 

Google Photos facial recognition software categorizing black 

people as gorillas in 2015 [5]. This in effect means that facial 

recognition technology is inherently subject to biases based on 

the data sets provided and the conditions under which 

algorithms are developed [4]. In September, 2017, when 

Apple debuted its new facial recognition system, Face ID, 

which securely unlocks iPhone X [6], the corporation 

immediately faced questions about how the product would 

overcome the security and bias problems exhibited in the past 

by similar facial recognition systems deployed by other 

companies.   

In a recent research, Buolamwini and Gebru [7] built a dataset 

of 1,270 faces using the faces of politicians from countries 

with a high percentage of women in office, and tested the 

accuracy of three leading facial recognition systems, namely,  

Microsoft’s, IBM’s, and Megvii of China. These corporations 

were selected because gender classification features were 

offered in their facial analysis software, and their codes were 

publicly available for testing. The fallouts of the tests showed 

inaccuracies in gender identification based on an individual’s 

skin color.  Lighter-skinned subjects were better classified 

than darker individuals. Given the foregoing, it can be 

reasonably argued that facial recognition algorithms may be 

most accurate on the populations who developed them. This 

situation thus gives rise to the need for diverse data sets, as 

well as diversity among the people who create and deploy 

facial recognition technologies in order to avoid racial bias 

[4], [8], [9], [10]. 

Some existing studies related to performance evaluation of 

face recognition systems were outlined in [2]. A novel 

performance evaluation model (PEM) and tool were proposed 

to evaluate the performance of biometric recognition systems 
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and to enable comparison and evaluation of face recognition 

systems. Also, the National Institute of Standards and 

Technologies (NIST) conducts voluntary tests of facial-

recognition vendors every four years. Although accuracy rates 

have improved drastically between each round of testing, 

many algorithms have been found to show marked differences 

in accuracy across race, gender, and other demographics [2], 

[11]. 

The objective of this study is to contribute to the diversity in 

the collections of images that accurately capture races of 

interest in face recognition algorithms, thereby increasing the 

consistency of testing regimes for existing systems, and 

making it easier to train new algorithms. The developed face 

recognition system is thus not designed as a commercial 

application, but as a control mechanism for testing 

mainstream face recognition software for racial bias. It is 

hoped that this work will aid in the development of a 

comprehensive set of bias tests for face recognition 

algorithms. The dataset is not yet publicly available, but can 

be obtained on request. 

3. EXPERIMENTAL PROCEDURE 
This work makes use of frontal shots of undergraduate 

students in the Federal University of Agriculture Abeokuta, 

Nigeria. The faces were captured with a camera to form a 

database of still black face images. Face recognition 

algorithms using PCA and adapted LDA were separately 

developed to carry out preprocessing, classification and 

recognition processes on the face database. Three major 

phases feature in the face recognition system design. 

3.1 Face Library Formation 
In this phase, face images of twenty-two different individuals 

were acquired using a W110 Sony Webshot 7.2 mega pixel 

camera.  Six frontal shots of each individual were taken in a 

controlled environment with a pre-specified factor of 

illumination. Four images from each individual were used to 

represent a training dataset while the remaining two 

represented the test dataset. Twenty-two classes of training 

and test datasets for different individuals were thus employed 

to form the face database, which was then stored in a face 

library on a computer system. A cross-section of faces used in 

the database is illustrated in Figure 1(a). 

 

Figure 1(a): Cross-section of cropped images  

 

Figure 1(b): Resized face image 

The captured images were cropped to accommodate only the 

frontal facial section, and then further resized to 100x100, 

80x80, 60x60, and 40x40 pixel sizes respectively. Resizing of 

the images was done to further investigate the performance of 

the face recognition system at all specified image dimensions. 

These processed images formed the face database for the face 

recognition system. Thereafter, the images were converted 

from color images into gray-scale, where each pixel point on 

the image is represented by an 8-bit value depending on its 

intensity. Hence, the face image was characterized by a two-

dimensional   by   array of 8-bit intensity, and each image 

considered as a vector of dimension   , such that a typical 

image size of           becomes equivalent to a point in a 

10,000-dimensional space. These were the faces that were 

used eventually to train and test the system. 

3.2 Training Phase 
Given any dataset described by ‘ ’ variables or features, the 

dataset can be described with a smaller set of new variables. 

This is known as reducing the dimensionality of a dataset. As 

part of the training process, the image vectors obtained in the 

preceding step were further subjected to the dimensionality 

reduction process, while still keeping their identity. This 

procedure was observed by both PCA and adapted LDA in the 

training phase. 

3.2.1 PCA Training Algorithm 
In PCA, a new set of feature images called principal 

components or Eigenfaces form a linear combination of the 

original. In this work, PCA for dimensionality reduction was 

applied to the image database as illustrated in [13], [14], [15] 

respectively. A summary of the procedure is shown as 

follows: 

3.2.1.1 Average Face Vector Computation 
For a set of training image set given by Γ1, Γ2, Γ3….. ΓM, the 

average or mean face vector     is obtained from the 

expression: 

   
 

 
   

 
      (1) 

3.2.1.2 Computation of Difference Vectors 
Each face vector in the training image dataset differs from the 

average face vector by the difference vector, which is given 

by: 

           (2)  

3.2.1.3 Covariance Matrix computation 
The covariance matrix of the set of difference vectors is given 

by: 

   
 

 
   

  
        (3) 

      ,                 (4) 

Where,                     which is equivalent to a 

       matrix.  

3.2.1.4 Computation of Eigenvectors and 

Eigenvalues 
In practice, the matrix in Equation 4 is very large and 

impractical, and we would need to obtain    Eigenvectors 

     and Eigenvalues      of the covariance matrix  . The 

dimensionality reduction process becomes relevant in this 

case. The Eigenvectors of a matrix    can be obtained by 

first finding the solution to a       matrix given by   
   . A common theorem in linear algebra enables the 

transformation of a       matrix into a     matrix, 

thus reducing the order of the number of pixels in the images 

   to the order of the number of images in the training 

set    . A full analysis of this procedure is shown in [16]. 
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Eigenvectors    of S can then be computed using: 

               (Where,         )               (5) 

By multiplying each of the Eigenvectors of      by  , we 

obtain; 

              
Such that:   

                (Since      )              (6) 

Thus,       and       assume the same Eigenvalues, 

and their Eigenvectors are related as shown in Equation 6. 

3.2.1.5 Eigenspace Computation by Ordering 

Eigenvectors 
Eigenvectors    are ordered according to their corresponding 

Eigenvalues from high to low, to allow for proper 

characterization of variations across images. Only 

Eigenvectors associated with non-zero Eigenvalues are kept, 

and the Eigenvector associated with the largest Eigenvalue is 

the one that reflects the greatest variance in the image. This 

matrix of Eigenvectors produce an orthonormal Eigenface 

basis   in a space called the Eigenspace, where each column 

of   is an Eigenface. 

3.2.1.6 Projection of Difference Image Vector on 

Eigenspace  
Each of the difference image vector    is projected into the 

Eigenspace. To do this, the dot product of the difference 

image with each of the ordered Eigenvectors is calculated as 

shown in Equation 7. 

3.2.1.7 Covariance Matrix computation 
The covariance matrix of the set of difference vectors is given 

by; 

       
    

       (7) 

Where,     = Projected Images 

   = Ordered Eigenvectors (Eigenfaces) 

   = Difference Image Vectors 

3.2.2 Adapted LDA Training Algorithm 
LDA provides a class-specific linear method for 

dimensionality reduction. The traditional approach [13], [17] 

is adapted for this work using the Fisherface method. This 

method selects the optimal projection matrix   in such a way 

that the ratio of the between-class scatter to the within-class 

scatter is maximized. Further improvements on the LDA 

algorithm can be found in [18], [19], [20]. Generally, 

problems associated with face recognition algorithms include 

the small sample size (SSS) problem, where the number of 

images in the training set   is much smaller than the number 

of pixels in each image   , and the fact that LDA’s optimizing 

criteria are not directly related to its classifying ability. To 

compensate for the above, the training algorithm is adapted as 

follows: 

3.2.2.1 Incorporation of PCA Step 
The PCA algorithm for dimensionality reduction is 

incorporated into the LDA structure. PCA is used as a 

preprocessing step so that eigenvectors associated with zero 

eigenvalues are discarded. This effectively removes the null 

space of the within-class scatter matrix of the training data set 

and reduces the dimension of the feature space to     , 

where    represents twenty-two classes of the training dataset. 

The steps are specified in the previous section. 

 

 

3.2.2.2 Introduction of Optimizing Criterion 
Here, the optimizing criterion is introduced and performed on 

the lower dimension PCA subspace. This criterion seeks to 

maximize the ratio of the between-class scatter to the within-

class scatter. The between-class scatter matrix is defined as: 

                    
                                             (8) 

While the within-class scatter matrix is given as follows; 

                   
 

     

 
                   (9) 

Where, 

                          

                                 

3.2.2.3 Determining the Optimal Projection 

Matrix 
The optimal projection matrix   is chosen such that the 

within-class scatter of the projected samples is made to be 

zero. Since    is a singular matrix, the image set is projected 

to a lower dimensional space (     , such that the resulting 

   matrix is non-singular with orthonormal columns, and the 

image subspace contains Fisherfaces.  

  is thus given by; 

      
     

     (10) 

Where, 

                      (11) 

             
    

          

    
          

   (12) 

The solution obtained defines the axes of the Fisher face 

space. 

3.3 Testing Phase 
3.3.1 Recognition Performance 
The testing phase involves checking the recognition 

performance of the face recognition algorithm. Faces to be 

tested also pass through all image preprocessing stages as 

earlier outlined. Two scenarios play out. The two images per 

class set aside for the test dataset are verified for recognition 

purposes while some images not included in the training set 

are also tested for recognition. In the first scenario, the 

expectation is that the test dataset will be recognized as faces 

in the face database. On the other hand, the second scenario 

demands that the system will bring out a non-member faces 

outcome. The test image is projected on the computed 

Eigenspace and Fisher Face Space for the PCA and LDA 

algorithms respectively. Hence, the projection of the test 

image is compared to those of the training images.  

3.3.2 Classification Tool 
In this work, the Euclidean distance is the tool for which 

classification is established for both the PCA and adapted 

LDA algorithms. If two weight vectors are assumed to be 

points in an image space, a line segment between these two 

points give the Euclidean distance connecting them. 

Assuming a n-dimensional Euclidean space   , vectors are 

identified with the scalar components; 

                         (13) 

An arbitrary image point,  , can thus be described by the 

feature vector 

                               (14) 
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Then, the distance between two points    and    is defined in 

Equation 14 as; 

                            
    (15)  

The Euclidean distance is given by         , and it provides 

a measure of similarity between the two weight vectors    and 

  . If the distance is below a user defined threshold   as 

given in Equation 16, the class to which the smallest 

Euclidian distance exists is the class to which the test image 

belongs, and the algorithm returns the image as “Known”. 

However, if an Euclidean distance threshold classification 

value for identification is exceeded, the test image is classified 

as “Unknown”; 

  
       

    
     (16) 

where    is the user defined threshold,    is the weight vector 

of the trained face image and    is the weight vector of the 

test image. The flow chart for the recognition algorithm is 

presented in Figure 2. 

4. RESULTS AND DISCUSSION 
PCA and LDA were both implemented with all acquired and 

preprocessed faces at 40x40, 60x60, 80x80 and 100x100 

pixels (cropping level). A total of 22 classes (different 

individual images) corresponding to 88 (4 faces per class) 

training faces and 44 (2 faces per class) test images were used 

to determine the performance of the two algorithms. Likewise, 

29 impostors were used to calculate the False Acceptance 

Rate (FAR) of the Face Recognition System. MATLAB 

(R2014) was used to develop the program code which was 

initially run on an Intel(R) Pentium(R) computer with dual 

CPU T3400 at 2.16 GHz processing speed. Parameters 

considered in the assessment of the performance of the two 

algorithms include cropping dimensions, total number of test 

images, total number of identified face images, total number 

of unidentified faces, percentage recognition rate, percentage 

error rate, time taken to train face images, and time taken to 

identify face images. 

4.1 Experimental Results 

Both PCA and LDA implementations of the face algorithm 

were tested. For the PCA algorithm, recognition rate ranged 

between 81.8% and 90.9%, and the error rate between 9.1% 

and 18.2%; recognition rate for LDA alternated between 

84.1% and 93.2%, and the error rate between 6.8% and 

15.9%. Tables 1 and 2 show percentage recognition and error 

rate values for the PCA and LDA face recognition algorithms 

respectively at various cropping levels. 

 

Figure 2: Flow chart of recognition phase of the adapted LDA/PCA face recognition system 

Table 1. Percentage recognition and error rate of PCA algorithm at various cropping levels 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 177 – No. 28, December 2019 

31 

Table 2. Percentage recognition and error rate of adapted LDA algorithm at various cropping levels 

 

 

Again, from the test results obtained, we were able to compare 

the recognition rate and error rate of PCA and LDA 

individually in order to better observe general trends. Figures 

3 and 5 illustrate this contrast at different cropping 

dimensions while Figures 4 and 6 show comparisons between 

training and test time of image sets. 

 

Figure 3: Recognition rate of PCA and LDA algorithms 

 

Figure 4: Training time for PCA and LDA algorithms 

 

Figure 5: Error Rate of PCA and adapted LDA Algorithm 

 

Figure 6: Test time for PCA and adapted LDA algorithms 

Finally, the robustness and classification capabilities of the 

two algorithms is compared in terms of the false acceptance 

rate (FAR) using face images not admitted in the face 

database,  as well as the false rejection rate (FRR) using the 

test dataset. Equations 17 and 18 show how to calculate for 

FAR and FRR values respectively while Tables 3 and 4 show 

the FAR and FRR values for the PCA and LDA algorithm at 

different crop dimensions. 

                            

 
                                        

                                
             (17) 

                              

 
                              

                                
           (18) 

Table 3. False acceptance rate values 
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Table 4. False recognition rate values 

 

4.2 Results Analysis 
Visual outcomes of tests carried out on both PCA and adapted 

LDA face recognition algorithms represented in the preceding 

tables and graphs show that both algorithms record increases 

in recognition rates as crop dimensions increase. For PCA, 

recognition rate ranged between 81.8% and 90.9%, while 

varying between 84.1% and 93.2% for LDA. The LDA 

algorithm performs consistently better at recognizing faces, 

while recording less error rates at all crop dimensions. 

Conversely, the PCA algorithm spends less time in training 

and testing the face recognition system. This might be an 

advantage in situations where speed of program execution is 

required over accuracy. 

Tables 3 and 4 show calculated values for both the FAR and 

FRR of the face recognition system using image dimensions 

of 100x100 and 80x80 pixel sizes respectively. It is evident 

from these tables that both FAR and FRR values decrease 

with increase in the crop dimensions of faces. Despite the 

lower values of these two test parameters at higher crop 

dimensions for the two algorithms, the PCA algorithm is still 

seen to be underperforming when compared with LDA. These 

results inevitably lead us to conclude that the face recognition 

system implemented with the LDA algorithm is a better one. 

5. CONCLUSION AND FURURE WORK 
A face database and recognition system has been developed 

using both PCA and adapted LDA algorithms, and the design 

procedures are presented in this work. The dimension of 

images in the face database was initially reduced using PCA. 

Training and testing of the developed system was conducted 

using both PCA and LDA algorithms. Analysis of the 

performance of the system at varying image crop dimensions 

is also presented. It was verified that for both algorithms, as 

cropping dimensions increase, recognition rate also increases, 

while the FRR, FAR and error rate reduce. This indicates that 

the more the facial features present in the face image, the 

more the percent recognition rate of the system. Training and 

test time for both the PCA and LDA is also shown to be 

accomplished in fractions of seconds. Overall, it was observed 

that the adapted LDA algorithm performed better than the 

PCA algorithm at recognizing faces. 

This work can be put to two types of uses. First, the image 

database can be employed in the control testing of commercial 

systems oriented towards recognizing static images by 

obtaining the relative performance of particular implemented 

algorithms when fed with black faces compared to other 

demographic datasets. This procedure actually has the 

potential of facilitating more accurate, independent and 

standardized tests for racially biased error rates. Secondly, 

image datasets used to train and test specific commercial face 

recognition software can be fed into the control algorithm to 

verify claims of speed and accuracy. It is hoped that when 

these methods are employed, face recognition algorithms will 

be better able to accurately recognize individuals irrespective 

of race. 

Projections for future work include balancing gender presence 

in the compiled image database, and adopting a predictive 

model such as Deep Learning for improving the performance 

of the face recognition system, either independently or in 

combination with any of the statistical approaches used in this 

current effort. Similarly, future projections include adapting 

the system to operate in real-time mode as against the static 

mode in which it is currently implemented. Finally, 

possibilities for interfacing with external peripherals when 

deployed in access control systems will be explored. 
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