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ABSTRACT 

People with Down Syndrome have peculiar physical and 

cognitive characteristics due to genetic alterations. Given this, 

self-knowledge is essential for identity formation. Recently, it 

is possible to use technological resources that facilitate the 

application of therapeutic and educational activities. This 

paper proposes a system called Virtual Mirror, which enables 

activities that stimulate self-knowledge. Previously 

programmed questions are reproduced by the mirror, 

concomitantly with the projection of user images. After that, 

the system waits for responses, evaluates agreement and 

consistency, and issues a response to the user in the form of 

greetings. Also, the Virtual Mirror provides a channel for 

biofeedback. It analyzes user behavior during the execution of 

each activity. Twenty-seven volunteers evaluated the virtual 

mirror, people with Down Syndrome, male and female, aged 

13 to 51 years. It was done at the Pontifical Catholic 

University of Goiás (PUC Goiás), in the space reserved for 

the activities of the Alfadown project, an extension project 

maintained by PUC Goiás. The results showed that the virtual 

mirror had 77.14% of agreement and 55 % for consistency. 

Through facial expressions, it was possible to reach an 

average of over 95% for visual attention throughout activities. 

It shows that the proposed tool has the potential for use with 

the Down Syndrome population.   
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1. INTRODUCTION 
Down syndrome (DS) is a genetically determined human 

condition, is the most common alteration in humans and the 

leading cause of intellectual disability in the population. SD is 

a way of being in the world that demonstrates human 

diversity. People with DS, when adequately treated and 

stimulated, are known to have the potential for a healthy life 

and full social inclusion [1]. 

The Alfadown Project is an extension project at the Pontifical 

Catholic University of Goiás (PUC-Goiás) that aims to aid the 

process of literacy and literacy of people with Down 

Syndrome, using the computer as an educational tool, and also 

enable, the development of social skills [2]. 

Nowadays, different technologies are used for the 

rehabilitation and training of people with DS. Lori´s Help [3] 

is an application that facilitates literacy by offering letter and 

word matching. AlfaPlay is a device to aid in the development 

of stick writing [4]. The sociable robot [5] for psychomotor 

training activities. 

Graphics and virtual elements can stimulate visual attention, 

perception, engagement, and pleasure. At the same time, 

computing devices can be developed or customized to meet 

these requirements. Also, they can be automatically readjusted 

through a biofeedback channel, from which variables that 

reflect user behavior can be extracted while performing 

activities. 

The self-knowledge through the mirrors allows maintaining 

the participant's attention and interest in the proposed activity. 

Virtual Reality for Pediatric Neuro-Rehabilitation project [6] 

offers a virtual mirror to attract children's interest in 

sensorimotor therapy activities. Also, The Virtual Mirror 

Therapy system provides a mirror interface system to assist 

people after stroke [7]. 

This paper presents a virtual mirror to support self-knowledge 

activities with the Down Syndrome population. As a result, 

the system software offers questions and processes the 

answers in which to stimulate the user. All questions and 

answers were prepared and previously evaluated jointly with a 

multidisciplinary team. At the end of the activity, the software 

presents reports to describe functional and behavioral 

performance for each participant. 

2. MATERIALS AND METHODS 
The software development process was based on the 

incremental model. It was chosen due to the need for 

refinement of requirements along the process because 

requirements are incomplete at the beginning.  Figure 1 shows 

the software development process activities. 
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Fig 1. Software Development Process Diagram. 

2.1 Requirement Analysis 
The requirement analysis activity was performed after weekly 

meetings with an interdisciplinary team composed of 

professionals of Speech Therapy, Psychology, and Computer 

Engineering. After that, software preliminarily versions were 

produced. Figure 2 shows the user interface evaluated on 

usability testing. The choice of colors and the arrangement of 

objects aimed to draw the user's attention and facilitate the 

visualization of the interface elements. 

 

Fig 2. Virtual Mirror Interface. 

Figure 2 shows one self-knowledge question presented to the 

users. All self-knowledge questions were presented in a 

written and oral way.  All items were previously defined and 

evaluated by psychologists and speech therapists to stimulate 

self-knowledge. In usability testing, the virtual mirror system 

was already programmed to reproduce the following 

questions: (a) What is your name?, (b) How old are you ?, (c) 

Who are your friends?, (d) What can you do on your own?, 

and (e) Which place do you like to go for a walk?. 

The user´s answers were converted to text format to verify the 

agreement and consistency, comparing the actual response to 

the previously annotated through recruitment activity shown 

in Fig. 5. Besides, for some questions, the system should be 

able to classify the participant's response into fourth 

categories: child, adolescent, youth, and adult, such as “How 

old are you?”. All answers issued by the Virtual Mirror 

feature a hearty greeting accompanied by an image. It is used 

as a visual reinforcement and aims to stimulate visual 

attention, engagement, and user satisfaction during the 

execution of the activity. 

 

2.2 Software Building (Implementation) 
In the implementation stage, the Python programming 

language was used, with libraries, OpenCV, and Pyttsx3. The 

agreement and consistency of user responses were assessed 

using the Google Speech Recognition API, which can convert 

audio (from Microphone) to text (String) in the Portuguese 

language. 

The voice recognition module performs the agreement of 

response. In the meantime, consistency assesses whether what 

was answered by the participant matches the issue addressed 

in the question. 

To record the videos, with the images of the participants 

reproduced during the activities such as shown in Figure 2, 

the OpenCV library was used. It enables the creation of files 

in various encoding formats, for example, AVI, MP4, and 

MKV. These files are used posterior by the Emolab tool [8] 

for extraction and analysis of the variables that show the 

participant's behavior throughout the activity. 

Questions were presented to participants in text and audio 

format. For this, the Pyttsx3 library was used. It allows the 

sound reproduction of a text, in String format. Also, the 

QThread library was used to control concurrency among the 

software functionalities. 

 

Fig 3. State Diagram 

Each state (Figure 3) represents the type of action performed 

by the software. State “A”, the Virtual Mirror asks questions 

to the participant. In-state “B”, the Virtual Mirror recognizes 

the response issued by the user. In-state “C”, the Virtual 

Mirror issues the answer to the user. Transitions represent the 

time to wait between each activity. The automaton is shown in 

Fig. 3 is executed for each question entered into the system. 

2.3 Test White and Black Box 
During the weekly meetings, tests were performed on the 

requirements validation tool. The project team made these to 

test all functionality. 

At first, the tests verified software coding (White Box Test) to 

find errors in the programming logic. After validating the 

coding, the tests confirmed the usability of the tool (Black 

Box Test) in pilot tests with the members of the development 

team. 

2.4 Usability Testing 
Figure 4 illustrates the testing environment, highlighting the 

equipment used. It is a private room located in PUC Goiás in 

the same building where the Alfadown project activities take 

place. In Fig. 4, the multimedia projector (A) was installed in 
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the upper part of the room. The webcam (B) was positioned so 

that it could capture images of each participant's face. 

Data collection took place on two different days. Twenty-

seven students of the Alfadown project, male and female, 

aged 13 to 51 years old, participated in this study. 

 

Fig 4. Test Environment. 

The testing process with the volunteers is described by the 

diagram shown in Figure 5. To this end, the volunteer was 

invited to participate while participating in other daily 

activities offered by the Alfadown project. Given this, the 

research team briefly interrupted the current activity, 

presented the project, verified the understanding of the 

interested parties, and selected those who expressed interest in 

participating. Then, individually, each volunteer was taken to 

a private room, shown in Fig. 4. At this location, they were 

received by a team of two speech therapists, for the 

application of an evaluation quiz and then the tests. At any 

time, if the volunteer showed disinterest, discomfort, or 

intention not to continue, the test should be discontinued, and 

the volunteer would be returned to the routine activities 

offered by the Alfadown project. 

 
Fig 5. Activity Diagram. 

The quiz applied during activity is described in Figure 6. The 

software and the exam have the same questions. 

 

Fig 6.  Quiz. 

The tests were performed individually, in a private room, to 

avoid embarrassment and ensure confidentiality to the 

research participant. In addition to the researchers, only each 

participant's parents were invited to attend. At the end of the 

activity, the software provides reports for subsequent analysis. 

The image of Figure 7 was captured during the execution of 

the activity. On the left side, a female participant receives the 

Virtual Mirror sound greeting. On the right side, Figure 7 

illustrates how the participant views the software interface. 

 

Fig 7. The implementation of the tests. 

3. RESULTS 
For data analysis, the video files provided by the Virtual 

Mirror were used. From these, variables and data were 

extracted that reflect the behavior of each research participant. 

For this, we used the Emolab tool, developed at PUC Goiás 

for the Android platform, capable of performing video 
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processing and generating reports for posterior analysis. The 

application allows you to observe variables such as Attention, 

Engagement, Disgust, and Joy. 

Table 1 shows the results obtained after processing the videos 

in the Emolab tool. The columns in this table show the 

variables selected for analysis and present the mean, 

calculated over time. It was considered the total time that each 

participant consumed during the execution of the activity. The 

character (*) represents the absence of the facial movement of 

this variable. 

The tool analyzed the expressions of eighteen participants. 

Nine participants were eliminated from the analyzes. These 

were rejected by not looking towards the Virtual Mirror 

during the activity. 

The Attention variable is estimated by the focus of the vision 

concerning the orientation of the head. The Engagement 

verifies the activation of the facial muscles by the expression 

presented by the participant. The variable Valence reflects the 

participant's experience while the Surprise is estimated by the 

mouth opening and chin drop movement. 

The Valence variable is the only variable rated from -100 

(lowest score) to 100 (highest rating). The other variables are 

measured from 0 (lowest score) to 100 (highest score). 

Table 1. Variables analyzed 

 

Figures 8, 9, 10, and 11 illustrate the behavior of the variables 

for participant 12 during the activity. The participant was 

chosen because it presented greater expressiveness, compared 

to the other participants of the research. The graphics are in 

the time domain. The Y-axis represents the score of the 

variable (0 to 100). The X-axis represents the period of 

execution of the activity. The red dotted line in the graphs 

represents the simple arithmetic mean for each variable. 

The Attention variable (Figure 8), during the activity, had a 

score above 90 points. It reflects the focus that the participant 

had on the Virtual Mirror. 

 

Fig 8.  The attention of the participant in the activity. 

The participant presented a higher average of Engagement 

(Figure 9) than the other participants, reflecting their 

expressiveness during the activity. 

 

Fig 9.  Engagement of the participant in the activity. 

The Joy variable (Figure 9) showed a score after the first 

Virtual Mirror sound salute, reaching 62 points of average. 

The graph shows a drop in this variable caused by the 

participant's focus on the question “What can you do alone?”. 

 

Fig 10.  The joy of the participant in the activity. 
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The Disgust variable (Figure 11) presented the first score 

above 10 points, which relates to the first contact with the 

Virtual Mirror, in which the participant understood the 

purpose of the activity. Other variables did not show 

significant movement for plotting the graph. 

 

Fig 11.  The disgust of the participant in the activity. 

The text file provided by the tool was used to analyze the 

responses issued by the participant. It contains the answers 

collected in each question. 

 

Fig 12.  Voice Recognition. 

The graph (Figure 12) illustrates the analysis made on each 

type of question. In this graph, the software consistency was 

evaluated. The X-axis represents the questions issued by the 

Virtual Mirror. The Y-axis represents the percentage of 

answers recognized by the software in that type of question. 

Participant response was not identified in the following cases 

when no response was captured or the participant responded 

before an activity state change (software failure). 

 

Fig 13.  The coherence of response. 

The graph (Figure 13) illustrates the coherence percentage of 

participant responses. In this graph, it was evaluated if the 

answer matches the subject matter and its integrity. For the 

questions, “What's your name? "and what's your age? “We 

used data provided by the project coordination. These data 

present the correct name and age of the participants. These 

questions showed a percentage of 70% and 71.42%, 

respectively. 

Some participants did not see themselves at the correct age, 

and others answered the name of a favorite artist or character. 

The answers obtained influenced the percentage of these two 

questions. The remaining items reached a rate higher than 

75% of coherence. 

4. CONCLUSION 
This paper presents a software system to assist people with 

Down syndrome to improve their self-awareness and self-

consciousness. The results show that the software reached a 

percentage of agreement of 77.14% and 55% for consistency 

in the answers issued by the participants. Through facial 

expressions, it was possible to reach an average of over 95% 

for visual attention during the whole activity. It reveals that 

the proposed tool has the potential for use with the Down 

Syndrome population. Besides, with the data obtained, the 

project volunteers verify how the student sees himself or 

herself as a person, allowing them to enjoy the project 

activities. 
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