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ABSTRACT 

In the current years, social media became one of the most 

important sources of data for different data analytic purposes. 

One of the most important issues is how to map different 
trends in social media and define the relation between 

different groups based on their sentiment or interests. In this 

paper, a two-phase approach is used for clustering a set of 

blogs. At the first phase, the approach builds a lexicon that 

provides the polarity of each word. In the second phase, the 

approach clusters the blogs bases on the polarity features and 

the Power Link features. The output of the second phase is 

used as the input of the first phase to get an improved lexicon. 

This process will continue in a loop between phase one and 

phase 2 till a stable set of clusters is gotten. The approach 

aims to develop a non-supervised cluster agent that can 

correctly cluster micro blogs and define different interests of 
different groups of people. The results of the approach are 

expressed in terms of precision, recall and F-measure.   

General Terms 
Artificial Intelligence. Natural Language Processing. And 

Text Analysis. 

Keywords 
Sentiment Analysis, Evolution Calculation, Genetic 

Algorithms, Power Links, Social Media, Micro Blogs. 

1. INTRODUCTION 
Classifications and clustering are two basic tasks in machine 
learning and data science [1]. Classifications are used when a 

set of labels are known, and it is needed to define the suitable 

label for a specific item [2]. Supervised learning is related to 

classification problem. In the supervised learning, a set of 

items with known labels and this set is used to train the 

machine hoping that it can give the write label for items that 
their labels are unknown. [3]. Clustering means to group 

similar items in groups, there this no known labels in advance 

[4].  Clustering is related to unsupervised learning algorithms. 

In the clustering problem, there is a set of items and it is 

needed to group each similar set of items in one group. In 

classifying and clustering, the concept of features and 

extraction of the features are essential tasks [5]. In classifying, 

the training aims to train the machine to combine the features 

in some way to decide to which label the item best probably 

could be mapped. In clustering, the machine depends on the 

features and the distance function. Distance function 
computes the similarity between items using the distance 

function. Similar items will have shorter distance [6].  

In social media sentiment analysis, using clustering and 

classification is popular [7]. The classifications approaches 

can be Lexicon-based and corpus-based methods [8] The 

approach of Lexicon-based methods depends on predefined 

static lexicons to determine the polarity of individual words in 

a corpus, then using a polarity function to determine the 
polarity of each blog. There are many works that adopted this 

approach, for example [9]. The corpus-based approach 

depends on the semantic relation of the words. This make the 

semantic approach is language dependent [7]. There are many 

works that adopted this approach, for example [10, 11]. The 

second approach is language dependent and the first approach 

is independent from language. Also, dependency of the lexical 

approach on a fixed lexicon seems to be unsuitable with the 

highly speed chaining of the content in social media. Also, 

depending on the language properties seems to be not much 

effective, considering that the social media users rarely 
respect the grammar or spelling of the language , also, many 

times, it is found that the users uses mixed languages or even 

used the alphabet of another language to express their own 

words. However, in terms of accuracy the semantic approach 

gave better results. Cluster methods used in social media are 

metadata-based approaches, lexical semantics approaches or 
hybrid. The lexical semantic approaches depend on the meta 

data of the blogs not on the words on the words in the blog. 

From the other hand, the contextual semantics approaches 

depend on the context properties of the blogs [12]. For 

example [13, 14] used the external semantic properties to 

cluster hashtags. [15, 16] used the contextual sematic 
properties. [12] used a hybrid approach. 

The mentioned methods either use the supervised learning, 

which become not preferred these millions of tons of data that 

appear every day, or they are related to the language features 

or to sematic features of the content or the meta-sematic and 
this means that it is needed to develop a different method for 

each group of languages. Depending on quantitative data a 

clustering method will solve the two problems. For sure 

adding the languages features or the meta-structure of the 

language will improve the performance. In this paper, a 

clustering method for micro blogs that is not directly 
dependent on language properties will be presented. 

Genetic Algorithm has its origin as a method to solve the 

optimization problem regardless the nature of the optimization 

function or the constrains [17]. Genetic algorithms adopt the 

natural evolution [18]. [7,8] used the genetic algorithms to 

optimize lexicons for sentiment analysis. [8] explained the 
uses of genetic algorithms uses in general and for specific 

purpose of sentiment analysis and building lexicons. 

A lexicon is the vocabulary of a person, language, or branch 

of knowledge. Lexicons in most cases are represented by two 

columns, the first column, presents the words, the second 

columns present the function of the lexicon.  For sentiment 
analysis, the second column presents the polarity value of the 
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word. Some works tried to build lexicons based on solving an 

optimization problem such as [7, 8]. 

Power Links concept was suggested by Rokaya and Atlam 

[19]. Power links has many applications in test extraction and 

summarization [20, 21]. Power links was used in context 

spelling [22, 23] and information retrieval [24].  

This paper aims to develop a method for clustering micro 

blogs. The method is dependent from the language’s 

properties, so it can be applied for any language. The method 
adopts a non-supervised approach. The method can be divided 

into two main phases, the lexicon building phase and the 

clustering phase. The output of the first phase is the output for 

the second phase, so, there is a loop that can be repeated until 

reaching accepted results. In the second phase, the clustering 

process goes in two steps, the first step is a clustering based 

on Power Links. Each cluster resulting from the power link 

clustering step is further classified into two groups based on 

the polarity of each blog the cluster. The polarity is calculated 

based on the polarity of the words. Polarity of words is gotten 

from the generated lexicon in the first phase.  

The remaining sections of the paper are as follows. Section 2 

presents the general architecture of the proposed method. It 

also gives the basic definitions of Power Link (adopted in this 

work) and the genetic algorithm general architecture. Section 

2 gives the details of building the lexicon based on the genetic 

algorithm and the details of the clustering algorithms. Section 
3 presents the experiments that are used to test the method. 

Finally, section 4 presents the results and the future work.  

2. THE METHOD 
Fig1 shows the architecture of the clustering algorithm. The 

first phase used to produce the lexicon. The second phase uses 

the lexicon beside the Power Link features to produce the 

clusters of the blogs. Again, these clusters will be used as the 
new base to rebuild the lexicon and again the lexicon will be 

used beside the Power Links to produce the new clusters. This 

process will be repeated until the clusters become stable. The 

initial lexicon is any available one. The method depends on 

developing the ability of the method through improving the 

lexicon through training loops as well as adding new words 
with proper links that contribute in giving the correct class of 

a blog. The method depends on considering the current class 

are the base to classify a new set of blogs. Adding the new set 

will modify the values of the polarity of each word in the 

current lexicon to improve the lexicon ability to classify new 

blogs with a higher accuracy. This process will continue and 

by the time the chance of improving the method performance 

will never stop. The experiments will show how this process 

can proceed. 

Let w� be a word in a blog b� from a set of blogs S�. Suppose  

a lexicon l� is used and the polarity score of  w� in l� is given 

by pwl(w�) then the polarity score of b� is given by: 

PSB�b�, S�, l�� = � pwl(w�)��∈��  

To decide the polarity class of a blog b�, the function PC(b�, l�) is used 

PC�b�, l�� = �R1�																			if	PSB�b�, S�, l�� > 0R1"																if			PSB�b�, S�, l�� ≤ 0 $ 
The accuracy of l� is given its ability to map blogs to the 

correct class. Let A(l�, S�) be the accuracy function, then 

A(l�, S�)= number	of	blogs	inS�	that	l�	predicted	their	class	correctlynumber	of	blogs	in	S�  

Now, one can write the problem of finding the best l� as an 

optimization problem. 

For S� , l456 = maxA(l�, S�)89:;<  

According to [8], it is better to use a penalty function as a 

fitness function rather than using the accuracy function itself. 

The penalty function can be stated as:  P(S�, b�, l�)
=
=>?
>@APSB�b�, S�, l��θ

A 	ifPSB�b�, S�, l��failed	to	classify	b�	correctly
− APSB�b�, S�, l��

θ
A 								ifPSB�b�, S�, l��	classiCied	b�	correctly $ 

Where  θ is the penalty factor. The lexicon will get a positive 

penalty if it failed to classify a blog to its correct class and it 

will get a negative penalty if the lexicon succeeded to classify 

a given blog to its correct class. The fitness function for a 

lexicon l can be written as the sum of penality values for each 

blog classifies using	l. Fig. 2 illustrates the steps of how to use 

the penalty P(S�, b�, l )function as a fitness function F(S�, l) = −∑ P(S�, b�, l��GH� ) 

 

Fig.1 System Overview 

The genetic algorithm works through five basic steps, 

initialization, selection, crossover, mutation and replacement. 
The initialization step means to initiate the values of all 

chromosomes randomly. In this case the chromosomes are 

available lexicons in a given range. Two values, maxpol and 

minpol are chosen then the polarity of each word is set 

randomly to be any integer between maxpol and minpol. The 

selection step is done through the random selection based on 

roulette wheel strategy. The crossover is achieved by 

replacing the values in two chromosomes in predefined places 

with a specific probability. Also the mutation is achieved by 

Initial 

Corpus 

Initial Lexicon 

R1+ R1- 

Power Links 

R1+ 
R1- 

Updated Lexicon 
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selecting some chromosomes in random places in the same 

chromosome and for a specific probability. The fitness 

function determines which set of chromosomes will be 

selected in the next evolution. Fig.3 shows the detail of the 

algorithm 

 

Fig 2 Fitness function calculation

3. POWER LINKS 
Power links different from the ordinary frequency, instead of 

counting the frequency of individuals words, one counts the 

cooccurrence of two words. Power links is simpler the 2-gram 

counting, since the algorithm calculates the Power Link based 

on the appearance of the words in the same document, 

sentence or micro-blog. The relative distance between the 
words in the micro-blogs might affect the relation between the 

words, however, to reduce the calculation overload and since 

the length of the blogs is short, the Power Link is independent 

from the distance between words. The distance between 

words will not considered in the calculation. 

In this paper, the Power Link is defined for two different 
effective words as the number of blogs that the two words 

appeared in divided by the total number of blogs. Effective 

words mean non-stop list words.  

Let wI and wJ are non-stop list words, where wI and wJ 

appears simultaneously in N�L�M  blogs and N is the total 

number of blogs in a given corpus, then the Power Link 

between wI and wJ,  

�PL(wI, wJ) = OPLPMO 		if	wI, wJ	polarity	of	the	same	type0																																					if	wI, wJ	has	different	polarity $		  

Since, the lengths of the blogs are similar, no need to 

normalize the Power Link based on the lengths of the blogs. 

For each word w the algorithm calculate the Power Link 

between w and other words in the current corpus. This will 

form a matrix M of dimension N × N, where N is the total 

number of words. 

The lexicon that will be used will be produced in the first 

phase of the algorithm. 

3.1 Classifying based on power links. 
Classifying of blogs based on the Power Links is a clustering 

algorithm. The algorithm begins by selecting one of the blogs 
then calculates the distance between this blog and each blog in 

both classes R1+ and R1-. The blog will be added to the class 

with minimum average distance. This process will continue 

till all blogs are exhausted. 

3.2 Distance between two blogs 
For each blog b, define a vector blog vb, the length of vb is N. 

The element k in vb is the average of the corresponding row 

in M if w� ∈ b, else the value is 0. The distance between two 

blogs bI, bJ is the Euclidian distance between the 

corresponding blog vectors vbI, vbJ. Fig4 illustrates the 

details of clustering algorithm based on Power Links.  

Begin 

N=number of blogs in data set S, 

i=0, p=0 

If i<N 

Select w� from bi that not used before, 

pol=pol+	pwl(wU) 
If j<m 

Select bi from S that not used 

before, pol=0, j=0, m=number of 

words in bi 

If pol classify bi correctly 

p = p + |pol|X  p = p − |pol|X  

 

yes 

NO 

Return p 

yes 

NO 
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4. EXPERIMENTS. 

4.1 Data sets 
In the experiments, a diversity data sets and multilingual is 

used. Five sets in English. These sets are Healthcare reform 

(HCR), SemEval dataset, Sanders –Twitter sentiment corpus, 

The Stanford Twitter dataset (STS dataset) and Obama-

McCain debate (OMD) dataset [8] and another five data sets 

in Arabic. These sets are the crises of Turkish Lira (TLC), 

Muslims brotherhood (MBH), New High School regulations 

in Egypt (NHS), Egyptian elections (SIE) and American 

elections (TRE) [7]. Table 1 shows the distribution of each set 

for a negative and positive blog. 

4.2 Experimental Steps. 
In our experiments, the value of minpol and maxpol are -10 

and 10 respectively. The crossover and mutation are done 
based on 0.01 probability. The stop words list is calculated 

based on the frequency of each word. If a word appeared in all 

data sets and in each data set this word appeared in more than 

the half of the blogs then this word will be considered as a 

stop list word 

 

 

Fig.3 Genetic algorithm to optimize the accuracy of the lexicon 

Y(Z, [) = \][^(Z_[`aY,Z]b`aY) 

_c	Z =number of 

words 

Begin 

[ = 0 

_c	[ = d_ef_`a` 

Z = Z + 1 

[ = [ + 1 

yes 

no 

Z = 0 

no 

h = 0 

yes 

Selection of parents (iI, iJ) 

using roulette wheel strategy 

jI = Zkh(iI), jJ = Zkh(iJ) Mutation:_c	l(0,1) < nJ 

Else: jI = iI, jJ = iJ 

 

 

jI, jJ = oladd(iI, iJ) Crossover: _c	l(0,1) < nI 

Else:jI = iI, jJ = iJ  

\I, \J = pfdh(qI, qJ, jI, jJ) 
Replacement: Select (qI, qJ)// Lexicons with 

lower fitness are replaced 

h = h + 1 

_c	h < [a. ac	_hfl]h_a[ 

no 

End 

yes 
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Table1. Negative, positive and total number of blogs in the 

data sets 

 +ve -ve Total 

HCR 917 369 1286 

SemEval 3640 1458 5098 

STS 182 177 359 

Sanders 570 654 1224 

OMD 710 1196 1906 

TLC 431 271 702 

MBH 631 442 1073 

NHS 387 226 613 

SIE 157 451 608 

TRE 310 672 982 

 

The experiments go according to the following steps: 

1. One of the data sets is chosen randomly and the 

blogs in this data set are classified based on Bing 

Lui lexicon. 

2. The genetic algorithm is used to produce the next 

lexicon 

3. The Power Link clustering algorithm is used to 

redistribute the blogs 

4. The genetic algorithm is used again to produce a 

refined lexicon 

5. The current lexicon is used to classify a new data set 

6. The genetic algorithm will be used to produce a 
refined lexicon with one restriction, the algorithm 

will work to calculate the polarity of new words that 

never appear in the previous calculations 

7. The steps 3, 4 and 6 are repeated to classify and 

refine the lexicon till all data sets are exhausted 

8. The steps from 1 to 8 are iterated and in each 
iteration, begin with a different data set. In each 

iteration, the precision, recall and F-measure are 

calculated. 

9. The iteration that gave the best precision, recall and 

F-measure is chosen to be the standard lexicon. 

The results of these experiments will be tested based on 

repeating the experiments according to the following: 

A. Performing a classifying based on Bing-Lui lexicon 

only (BLC) [8] 

B. Performing a classifying based on random search 

method (RS) [8]  

C. Performing steps from 1 to 9 without using the 

Power Link clustering (GLO) 

D. Refining the results of 1 using the Power Link 

clustering (BLCP) 

E. Performing the experiments based on steps from 1 

to 9 (GLOP) 

Note that A and B are a supervised method. In these methods 

it is needed to assign a set for training and a set for testing. In 

these experiments, a 10-fold method is used. The whole data 

sets are divided randomly into 10 parts. In each fold, one of 

the folds is used as a test set and the others are used as a 

training set. The results below report for the average results 

for each data sets across the 10 testing iterations. 

5. RESULTS AND DISCUSSION 
In this section, results for the experiments sets A to E are 

reported. 

Tables 2 to 11 reports the results of the proposed 5 methods 

for the 10 data sets. Also, the genetic algorithm was 

implemented using a different value of crossover and 

mutation probability, μI and μJ respectively. 

Table 2. Recall, Precision and F values of the data set  

HCR 

Positive Class negative Class 

AV

G F 

Met

hod R P F R P F 

BLC 

45.5

7% 

45.7

7% 

45.6

7% 

75.9

4% 

77.4

0% 

76.6

6% 

61.1

7% 

RS 

50.8

8% 

50.1

1% 

50.4

9% 

65.3

6% 

64.9

6% 

65.1

6% 

57.8

3% 

GLO 

94.9

5% 

93.6

7% 

94.3

1% 

85.6

4% 

86.2

2% 

85.9

3% 

90.1

2% 

BLC

P 

54.3

1% 

51.7

4% 

52.9

9% 

81.8

0% 

79.4

0% 

80.5

8% 

66.7

9% 

GLO

P 

66.4

0% 

67.1

2% 

66.7

6% 

75.0

3% 

74.4

0% 

74.7

1% 

70.7

4% 

 

 

Fig4. Power Link clustering steps 

Calculate the vector tu for each blog p tuv = ∑ ZvUU /x, if yv ∈ p else tuv = 0 

Where, x is the total number of words 

z(p{ , p|) = }tu~ − tu�} = ���tu~� − tu���J�
v�I

M
 

Calculating the distance between two blogs, the distance 

between z(p{ , p|) 

Calculating the new cluster of each blog p{ p{ ∈ \1 + If  (z(p{ , p|)|∈�I���� < 	 (z(p{ , p|)|∈�I"��� 	  
Else p{ ∈ \1 − 

Calculate the Matrix x 

For each yv and yU of the similar polarity in the current 

lexicon the element 

 ZvU=number of blogs has yUand yU  among its words 

/total number of blogs. Else ZvU=0 
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The bold values show the values of the method that 

outperformed the other methods for the same data set based 

on F-measure. The results show that GLOP method 

outperformed all other methods in eight of the data sets. The 

values of μI and μJaffects the convergence rate but these 

values should be less than 0.1 else the algorithm will never 

converge. 

Table 3. Recall, Precision and F values of the data set 

SemEval 

Positive Class negative Class 

AV

G F 

Met

hod R P F R P F 

BLC 

71.0

6% 

71.9

1% 

71.4

8% 

40.2

6% 

42.3

9% 

41.3

0% 

56.3

9% 

RS 

50.4

2% 

48.9

7% 

49.6

8% 

38.7

1% 

39.7

4% 

39.2

2% 

44.4

5% 

GLO 
72.4
2% 

74.2
0% 

73.3
0% 

87.5
4% 

85.2
0% 

86.3
5% 

79.8
3% 

BLC

P 

69.6

3% 

70.9

5% 

70.2

8% 

66.5

4% 

68.7

0% 

67.6

0% 

68.9

4% 

GLO

P 

83.4

6% 

81.0

3% 

82.2

3% 

86.0

9% 

85.6

4% 

85.8

6% 

84.0

5% 

 

The number of iterations for convergence was between 
150000 iterations and 250000 iterations. 

Table 4. Recall, Precision and F values of the data set STS 

Positive Class negative Class 

AV

G F 

Met

hod R P F R P F 

BLC 

84.8

3% 

82.6

3% 

83.7

2% 

68.4

1% 

66.2

9% 

67.3

3% 

75.5

2% 

RS 

66.6

1% 

66.8

7% 

66.7

4% 

71.5

7% 

71.3

7% 

71.4

7% 

69.1

0% 

GLO 

74.2

5% 

74.0

7% 

74.1

6% 

55.0

3% 

54.1

0% 

54.5

6% 

64.3

6% 

BLC

P 

71.4

4% 

69.9

1% 

70.6

7% 

87.6

9% 

84.8

8% 

86.2

6% 

78.4

6% 

GLO

P 

95.0

3% 

93.4

6% 

94.2

4% 

87.6

6% 

89.1

1% 

88.3

8% 

91.3

1% 

 

It is noted that the number of iterations increase when the 

value of μI and μJ decrease. Also, it is noted that merging the 

Power Link clustering method improved the results of the 

methods in average.  

The main results that can be reported here is that a non-

supervised method could present a performance that equal to 

or even overcome the performance of a supervised methods. 

It is easily to note that the results of English data sets were 

better than the results of Arabic data sets. This is due to the 

quality of the initial used lexicons in each case and also due to 

the difficulty in classification of many Arabic blogs to a 

correct +ve or -ve class manually. Many of the blogs gave no 

clear sentiment or gave +ve and -ve sentiment in the same 

time. 

Table 5. Recall, Precision and F values of the data set 

Sanders 

 

Positive Class negative Class 

AV

G F 

Met

hod R P F R P F 

BLC 

50.4

4% 

48.3

8% 

49.3

9% 

35.0

0% 

36.6

3% 

35.8

0% 

42.5

9% 

RS 

77.6

7% 

75.4

4% 

76.5

4% 

57.8

5% 

56.9

9% 

57.4

2% 

66.9

8% 

GLO 

76.3

8% 

77.6

8% 

77.0

2% 

56.4

9% 

57.2

6% 

56.8

7% 

66.9

5% 

BLC

P 

58.1

1% 

56.9

3% 

57.5

1% 

65.7

0% 

65.1

6% 

65.4

3% 

61.4

7% 

GLO

P 

88.1

6% 

89.6

2% 

88.8

8% 

92.8

0% 

95.5

5% 

94.1

5% 

91.5

1% 

 

Table 6. Recall, Precision and F values of the data set  

OMD 

Positive Class negative Class 

AV

G F 

Met

hod R P F R P F 

BLC 

57.1

2% 

58.0

0% 

57.5

6% 

38.7

1% 

87.0

8% 

53.6

0% 

55.5

8% 

RS 

54.8

7% 

53.0

3% 

53.9

3% 

38.2

8% 

60.6

0% 

46.9

2% 

50.4

3% 

GLO 

86.5

3% 

87.4

9% 

87.0

1% 

61.7

7% 

84.3

5% 

71.3

2% 

79.1

6% 

BLC

P 

82.5

7% 

85.1

0% 

83.8

2% 

46.8

0% 

87.6

8% 

61.0

3% 

72.4

2% 

GLO

P 

77.6

9% 

78.7

6% 

78.2

2% 

55.4

8% 

82.2

6% 

66.2

7% 

72.2

4% 

 

Table 7 Recall, Precision and F values of the data set TLC 

Positive Class negative Class 

AV

G F 

Met

hod R P F R P F 

BLC 

74.7

5% 

77.6

4% 

76.1

7% 

39.2

1% 

36.2

2% 

37.6

6% 

56.9

1% 

RS 

74.2

4% 

72.9

3% 

73.5

8% 

45.0

2% 

43.3

9% 

44.1

9% 

58.8

8% 

GLO 

83.0

5% 

84.2

5% 

83.6

5% 

55.6

3% 

57.3

8% 

56.4

9% 

70.7

1% 

BLC

P 

69.1

1% 

67.2

5% 

68.1

7% 

72.4

1% 

72.0

9% 

72.2

5% 

70.2

1% 

GLO

P 

85.2

0% 

84.6

5% 

84.9

2% 

79.1

7% 

77.0

7% 

78.1

1% 

80.8

8% 
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Table 8 Recall, Precision and F values of the data set MBH 

Positive Class negative Class 

AV

G F 

Met

hod R P F R P F 

BLC 

75.2

6% 

75.3

9% 

75.3

2% 

43.4

0% 

41.1

6% 

42.2

5% 

58.7

9% 

RS 

72.8

5% 

75.6

5% 

74.2

2% 

42.6

0% 

45.2

8% 

43.9

0% 

59.0

6% 

GLO 

79.2

2% 

80.3

7% 

79.7

9% 

53.9

7% 

53.8

9% 

53.9

3% 

66.8

6% 

BLC
P 

50.8
2% 

52.9
1% 

51.8
4% 

58.7
2% 

59.7
8% 

59.2
5% 

55.5
4% 

GLO

P 

81.8

0% 

80.2

6% 

81.0

2% 

75.3

4% 

76.5

5% 

75.9

4% 

78.4

8% 

 

Table 9 Recall, Precision and F values of the data set NHS 

Positive Class negative Class 

AV

G F 

Met

hod R P F R P F 

BLC 
57.5
5% 

58.8
2% 

58.1
8% 

42.6
0% 

43.3
2% 

42.9
6% 

50.5
7% 

RS 

73.3

0% 

70.8

2% 

72.0

4% 

59.2

2% 

57.1

3% 

58.1

6% 

65.1

0% 

GLO 

53.4

6% 

56.2

7% 

54.8

3% 

61.3

4% 

62.1

5% 

61.7

4% 

58.2

9% 

BLC

P 

79.3

0% 

77.2

4% 

78.2

6% 

77.0

3% 

77.0

6% 

77.0

4% 

77.6

5% 

GLO

P 

79.6

2% 

79.5

2% 

79.5

7% 

71.0

2% 

70.3

1% 

70.6

6% 

75.1

2% 

 

Table 10 Recall, Precision and F values of the data set SIE 

Positive Class negative Class 

AV

G F 

Met

hod R P F R P F 

BLC 

50.0

2% 

51.6

3% 

50.8

1% 

62.6

8% 

63.4

5% 

63.0

6% 

56.9

4% 

RS 

41.4

3% 

41.4

6% 

41.4

4% 

67.4

8% 

68.3

5% 

67.9

1% 

54.6

8% 

GLO 

77.0

8% 

79.7

6% 

78.4

0% 

59.8

9% 

58.5

5% 

59.2

1% 

68.8

0% 

BLC

P 

69.7

2% 

68.4

2% 

69.0

6% 

84.6

2% 

84.1

2% 

84.3

7% 

76.7

2% 

GLO

P 

82.3

9% 

82.8

4% 

82.6

1% 

83.0

5% 

84.0

9% 

83.5

7% 

83.0

9% 

 

 

Table 11 Recall, Precision and F values of the data set 

TRE 

Positive Class negative Class 

AV

G F 

Met

hod R P F R P F 

BLC 

62.4

7% 

60.1

9% 

61.3

1% 

58.6

9% 

56.1

6% 

57.4

0% 

59.3

5% 

RS 
70.6
0% 

72.5
5% 

71.5
6% 

36.8
3% 

38.9
7% 

37.8
7% 

54.7
2% 

GLO 

67.3

1% 

65.7

5% 

66.5

2% 

59.6

7% 

61.7

3% 

60.6

8% 

63.6

0% 

BLC

P 

54.6

0% 

52.8

0% 

53.6

8% 

50.7

8% 

51.0

9% 

50.9

3% 

52.3

1% 

GLO

P 

89.3

9% 

89.6

6% 

89.5

2% 

91.6

7% 

93.8

6% 

92.7

5% 

91.1

3% 

 

The quality of the classification of the proposed method is 

affected by the initial lexicon that should be prepared in 

advance, however regardless the quality of this lexicon the 
algorithm was able to present an accepted results even with 

using a random lexicon at the beginning. 

6. CONCLUSION 
In this work unsupervised method to determine the polarity of 

blogs were presented. The method overcome the performance 

of other methods either supervised or unsupervised methods 

in most of the data sets. The performance of the algorithm is 

affected by the initial lexicon and the language of the blogs. 

The future work will concentrate on developing the algorithm 

to work without the need of initial lexicon. Also the algorithm 

will be expanded to increase the number of polarity classes. 
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