An Approach for Predicting Bug Triage using Data Reduction Methods
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ABSTRACT
Most of the software companies need to deal with large number of software bugs each and every day. Software bugs are inevitable and fixing software bugs is an expensive task. The proposed system employs the combination of data reduction techniques that is feature selection algorithm (FS) and instance selection algorithm (IS) in order to shrink the bug data set and also to upgrade the accuracy of bug triage. Predictive model is used to determine the order of reduction techniques for a new bug data set, i.e., to choose between FS to IS or IS to FS. The aim of effective bug triaging software is to assign potentially skilled developers to new coming bug reports. To decrease the manual and time cost, text classification techniques are applied to accomplish automatic bug triage approach aims to precisely predict the developer to solve or fix the new bug report. The proposed system performance is verified using Mozilla bug data set. To exhibit the effectiveness, scales of data set is reduced by using data reduction technique in order to decrease the time and labor cost, improve the accuracy of bug triage with high-quality bug data in software development and maintenance.
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1. INTRODUCTION
Software bug fixing process is an important and expensive task in software development and maintenance [1]. In software development [5], large databases are used to store the details of bugs. This database is known as bug repository or bug tracking system. Bugzilla is such an open source bug repository [3], which is used by many large software companies for open source projects i.e., Mozilla [11]. Bugs are maintained as a bug report which records textual description to reproduce the bugs. Based on the bug tracking system, the existing bugs are easily maintained and fixed by the developers. By using data mining techniques [18], the real world software engineering problems can be solved with some useful information stored in bug repository.

Each bug reports should be assigned to relevant developer who could fix it [21]. This assignment process is known as Bug Triage. The traditional bug repositories used the human triage to fix the software bugs. Due to large number of daily bugs and lack of expertise of all the bugs, manual triage is an expensive in time cost and labor cost, low in accuracy. To overcome the limitations of existing work, an automatic bug triage approaches proposed [19]. This approach applies the text classification techniques in order to predict the relevant developer for bug reports without tossing.

Cubranic and Murphy [4] proposed supervised learning technique (NB Classifier) to assist in bug triage by using text categorization to predict the relevant developers. Wang, Zhang, Xie, and Sun [9] proposed an approach Execution information similarities (E-S) to detect the duplicate bug reports with the natural language information. They initiative apply the Classification-based heuristic technique for labelling the bug reports. A classification model should be designed to investigate the relationship among the data’s in bug data set and to check the quality [11, 16].

Anvik, L. Hiew, and G. C. Murphy [1] extend the machine learning approaches. They describe the bug triage as semi-supervised approach which updated with weighted recommendation list; based on the probabilistic view the relevant developers are employed to the human triage [5]. Matter, et al compared the text classification approaches and investigates the competence model of developers for bug triage [10]. Jeong, Kim, Zimmermann introduced a tossing graph model based on Markov property from the conception of reassigns the bug reports to other developers [8].

Kim, et al [9] proposed the defect prediction model used to predict the defect-proneness (buggy or clean) of different software artifacts such as source code, file, a class or a module. Shivaji and colleagues [14] proposed the feature selection techniques to predict the software bugs. Fu, Y., Zhu, X., and Li, B. [7] investigated to obtain the accurate prediction model with minimum cost by labelling most informative instances. In contrast to these papers, our paper aims to employ the information gain algorithm to improve the software quality of bug data prediction.

In this paper, we proposed the data reduction techniques and automatic bug triage approach. Here, the reduction techniques using the combination of the instance selection algorithm (IS) and feature selection algorithm (FS). Our Mozilla bug data set reduction applies instance selection (Removes unnecessary reports) [17] before or after feature selection (Removes unnecessary words) [13]. These approaches are used to reduce the data scale and also improve the accuracy of bug data set. The reduced bug data contain fewer bug data than the original bug data and provide similar information over the original bug data.
The order of applying the reduction techniques may affect the result of bug triage approach. In this paper, we propose a Predictive model in order to determine the order of bug data reduction techniques, i.e., FS to IS or IS to FS. To decrease the manual triager cost, text classification technique i.e., Naive Bayes is used to predict correct developer to solve and fix the bug reports [12]. The proposed system performance is verified using Mozilla bug data set [11]. After reducing the training set, the accuracy of bug data is measured as 78%. The result shows that the experiment on reduce training sets can obtain better accuracy than that on original training set.

The remainder section of this paper is organized as follows: Section 2 presents the proposed methodology. Section 3 presents the experimental results and discussion. In Section 4 we briefly conclude this paper and present our future work.

2. PROPOSED METHODOLOGY

In this section, we present the data reduction techniques to reduce scales of bug data set. The main goal of our work is to combine the instance selection and feature selection in correct order to remove the noisy, redundant and non-informative bug reports.

2.1 Bug Details

The bug details consist of bug repository and bug reports. In a bug repository, a bug is sustained as a bug report, which traces the textual illustration to repeat the bug and updates according to the status of bug fixing.

2.2 Bug Repository

A bug repository is a typical software repository, for storing details of bugs, e.g., a popular and open source bug repository, Bugzilla [2]. Large software projects deploy bug repositories is also called as bug or issue tracking systems, which is used to support information collection and to assist developers to handle bugs. Each bug is maintained as a bug report, which traces the documentary description of reproducing the bug and revises according to the significance of bug fixing. The use of bug repository can improve the development process and quality of software produced. It presents a data platform to sustain many forms of assignment on bugs, e.g., defect prediction, bug localization and reopened bug analysis.

2.3 Bug Report

A recorded bug is called a bug report or bug data. It has multiple items for detailing the information of reproducing the bug. In a bug report, the outline and the report are two key items about the information of the bug, which are traced in natural languages. Summary denotes the general statement for identifying a bug and description gives the details to reproduce the bug [22]. The bug report may also contain other items also, such as Product, Platform, and Importance.

2.4 Bug Triage

The method of allocating a correct developer for renovating the bug is called bug triage. Once the bug report is formed, a bug triager allocates the bug to a developer who can fix this bug and developer is recorded in an item assigned-to without any tossing.

2.5 Bug Data Reduction

By employ the grouping of feature selection and instance selection algorithms to get rid of unwanted and non-informative bug reports. With the experience in text categorization methods, an instance in bug triage specifies bug reports while a feature in bug triage indicates the bug words. The vital goal of our work is to reduce the text matrix with two dimensions namely, bug report dimension and word dimension.

The two-phase combination of instance selection and feature selection algorithms are employed to reduce the bug data set on two dimensions i.e., bug report dimension and word dimension. To determine the order of data reduction technique, the predictive model is applied by the proposed system. This model helps to predict the correct order i.e., FS to IS or IS to FS in order to reduce the labor cost and time cost. The reduced bug data contain fewer bug data than the original bug data and gives related information over the original bug data.

2.6 Feature Selection

Feature selection is a pre-processing method for choosing a diminished set of features for huge-scale data sets [4,17]. The pre-processing techniques are tokenization, stop word removal, stemming process and vector space model. The tokenization method is used to tokenize the summary and description of the bug reports into word vectors. Non-alphabetic words and special character are removed to avoid the noisy bug words. Stop word removal technique remove the stop words in high frequency and provide no helpful information for bug triage. Stemming technique uses porter stemming algorithm for reducing inflected words their word stem/root form. Vector space model /Term vector model is an algebraic model for representing text document as vector of identifier. The minimized set is considered as the representative features of the original feature set[15].

The four well-performed algorithms are chosen in text data [13, 19] and software data, namely Information Gain (IG), \( \chi^2 \) statistic (CH)[14], Symmetrical Uncertainty attribute evaluation (SU), and Relief-F Attribute selection (RF).
There are four classes as a instance X. The properties of ICF defined as X such that the iterative case filter (ICF) algorithm defines local set L(X) Patterns by Ordered Projections (POP). In the proposed decremental reduction (ICF) instance selection algorithms, namely eliminating instance selection algorithm can eliminate instances by eliminating representative instances [2]. An instance selection algorithm is used to afford a solution for the target. Coverage of a case is the set of target problems that it can be used to solve.

Fig. 2 General Feature Selection Structure

Based on feature selection, words in bug reports are organized according to their feature importance and a given number of words with large values are selected as representative features.

The chi-squared distribution also known as chi-square or \( \chi^2 \) distribution with \( k \) degrees of freedom is the distribution of a sum of the squares of \( k \) independent criterion normal random variables. It is a unique case of the gamma distribution and the most widely used probability distributions in inferential statistics. If \( Z_1, \ldots, Z_k \) are independent, standard normal random variables, then the sum of their squares,

\[
Q = \sum_{i=1}^{k} Z_i^2
\]

is distributed according to the chi-squared distribution with \( k \) degrees of freedom. This is usually denoted as

\[
Q \sim \chi^2(k) \quad \text{or} \quad Q \sim \chi^2_k
\]

where \( k \) is a positive integer that specifies the number of degrees of freedom (i.e. the number of \( Z_i \)'s). The Chi-squared attribute evaluation evaluates the worth of a feature by computing the importance of the chi-squared gauge with respect to the class. The initial hypothesis \( H_0 \) is the assumption that the two features are dissimilar and it is checked by chi-squared formulae:

\[
\chi^2 = \sum_{i=1}^{r} \sum_{j=1}^{c} \frac{(O_{ij} - E_{ij})^2}{E_{ij}}
\]

where \( O_{ij} \) is the observed frequency and \( E_{ij} \) is the expected (theoretical) frequency, asserted by the null hypothesis.

2.7 Instance Selection

Instance selection is methods to diminish the number of instances by eliminate noisy and redundant instances [19]. An instance selection algorithm can give a condensed data set by eliminating non-representative instances. There are four instance selection algorithms, namely Iterative Case Filter (ICF) [23], Learning Vectors Quantization (LVQ), Decremental Reduction Optimization Procedure (DROP), and Patterns by Ordered Projections (POP). In the proposed the iterative case filter (ICF) algorithm defines local set \( L(X) \) which contains all cases inside largest hyper sphere centred in \( X \) such that the hyper sphere contains only cases of the same class as an instance \( X \). The properties of ICF defined as

- Coverage of a case is the set of target problems that it can be used to solve.

2.8 New Bug Data Set

The reduced bug data set contains fewer bug reports and words than the original bug data and provides similar information over the original bug data. The reduced bug data can be evaluated according to two criteria: Scale of a data set and accuracy of bug triage.

2.9 Classifier (Text Classification Technique)

The text classification technique is used to predict the developers for bug reports [20]. A classifier can be trained only once with training data set in order to face many new bug data sets i.e., training such a classifier once can expect the reduction orders for all the new data sets without checking both the orders.
in a tree formation, with each division representing an association between feature value and a class label.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The retrieval performance of the proposed system is compared with text classification technique i.e., Naive Bayes in order to measure the efficiency of the proposed system. For evaluation purpose, the data set is classified to test and trained set in order to measure the results of proposed system.

3.1 Calculation of Attributes Value

Table.1 present an overview of all the attributes of the bug data set. For given a bug data set, all these attributes are extracted to determine the features of the bug data set. Among the attributes in Table.1 four attributes are directly calculated from a bug data set, i.e., D1,D4,B1 and D2; six attributes are calculated based on the words in the bug data set, i.e., D2,D3,D5, D6,B3 and B4; five attributes are calculated as the entropy of an enumeration value to indicate the distributions of items in bug reports, i.e., B6,B7,B8,B9 and B10; three attributes are calculated according to the further statics, i.e., D7, D8 and B5. All the 18 attributes [18] in Table.1 can be obtained by direct extraction or automatic calculation.

From Table.1, if the prediction result is 0 then the order to reduce the data is FS→IS, otherwise if the prediction result is 1 then the order to reduce the data is IS→FS. The trained and test data set (training set) gives the same predicted result.

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Attribute Name</th>
<th>Training Data Set</th>
<th>(Test) Training Data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td># Bug reports</td>
<td>38.0</td>
<td>38.0</td>
</tr>
<tr>
<td>B2</td>
<td># Words</td>
<td>1454.0</td>
<td>1454.0</td>
</tr>
<tr>
<td>B3</td>
<td>Length of bug reports</td>
<td>36.82051</td>
<td>36.82051</td>
</tr>
<tr>
<td>B4</td>
<td># Unique words</td>
<td>14.0</td>
<td>14.0</td>
</tr>
<tr>
<td>B5</td>
<td>Ratio of sparseness</td>
<td>14.97435</td>
<td>14.97435</td>
</tr>
<tr>
<td>B6</td>
<td>Entropy of severities</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>B7</td>
<td>Entropy of priorities</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>B8</td>
<td>Entropy of products</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>B9</td>
<td>Entropy of components</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>B10</td>
<td>Entropy of words</td>
<td>2.639057</td>
<td>2.639057</td>
</tr>
<tr>
<td>D1</td>
<td>Fixers</td>
<td>38.0</td>
<td>38.0</td>
</tr>
<tr>
<td>D2</td>
<td>Bug reports per fixer</td>
<td>1.000002</td>
<td>1.000002</td>
</tr>
<tr>
<td>D3</td>
<td>Words per fixer</td>
<td>703.0</td>
<td>703.0</td>
</tr>
<tr>
<td>D4</td>
<td>Reporters</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>D5</td>
<td>Bug reports per reporter</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>D6</td>
<td>Words per reporter</td>
<td>259.0</td>
<td>259.0</td>
</tr>
<tr>
<td>D7</td>
<td>Bug reports by top 10 percent reporters</td>
<td>1.157894</td>
<td>1.157894</td>
</tr>
<tr>
<td>D8</td>
<td>Similarity between fixers and reporters</td>
<td>-0.30012</td>
<td>-0.30012</td>
</tr>
</tbody>
</table>
Predicted result to reduce the order is FS→IS.

Fig. 6 shows the number of bug reports in original data set (38) and reduced data set (32). By using reduction algorithm, noisy bug reports, uninformative bug reports and bug words get reduced in training set in order to improve the accuracy of bug triage.

From Table 2, if the prediction result is 0 then the order to reduce the data is FS→IS, otherwise if the prediction result is 1 then the order to reduce the data is IS→FS. The trained and test data set (test set) gives the same predicted result.

Table 2 Calculation of Attributes value in Test Data Set

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Attribute Name</th>
<th>(Train) Test Data Set</th>
<th>Test data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td># Bug reports</td>
<td>18.0</td>
<td>18.0</td>
</tr>
<tr>
<td>B2</td>
<td># Words</td>
<td>771.0</td>
<td>771.0</td>
</tr>
<tr>
<td>B3</td>
<td>Length of bug reports</td>
<td>42.83333</td>
<td>42.83333</td>
</tr>
<tr>
<td>B4</td>
<td># Unique words</td>
<td>17.0</td>
<td>17.0</td>
</tr>
<tr>
<td>B5</td>
<td>Ratio of sparseness</td>
<td>17.722222</td>
<td>17.722222</td>
</tr>
<tr>
<td>B6</td>
<td>Entropy of severities</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>B7</td>
<td>Entropy of priorities</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>B8</td>
<td>Entropy of products</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>B9</td>
<td>Entropy of components</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>B10</td>
<td>Entropy of words</td>
<td>2.833213</td>
<td>2.833213</td>
</tr>
<tr>
<td>D1</td>
<td>Fixers</td>
<td>18.0</td>
<td>18.0</td>
</tr>
<tr>
<td>D2</td>
<td>Bug reports per fixer</td>
<td>1.000002</td>
<td>1.000002</td>
</tr>
<tr>
<td>D3</td>
<td>Words per fixer</td>
<td>378.0</td>
<td>378.0</td>
</tr>
<tr>
<td>D4</td>
<td>Reporters</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>D5</td>
<td>Bug reports per reporter</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>D6</td>
<td>Words per reporter</td>
<td>126.0</td>
<td>126.0</td>
</tr>
<tr>
<td>D7</td>
<td>Bug reports by top 10 percent reporters</td>
<td>1.333333</td>
<td>1.333333</td>
</tr>
<tr>
<td>D8</td>
<td>Similarity between fixers and reporters</td>
<td>0.147001</td>
<td>0.147001</td>
</tr>
</tbody>
</table>

Predicted result to reduce the order is IS→FS

Fig. 7 shows the number of bug reports in original data set (18) and reduced data set (11). By using reduction algorithm, noisy bug reports, uninformative bug reports and bug words get reduced in training set in order to improve the accuracy of bug triage.

The accuracy of our trained bug data set can be measured by using the formula

\[
\text{Accuracy}_k = \frac{\text{# correct relevant developers}}{\text{# all data set}}
\]  

The Precision and recall value for the trained data set can be calculated by using the formulas

\[
\text{Precision}_k = \frac{\text{# correct relevant developers}}{\text{# Relevant developers} \times k}
\]  

\[
\text{Recall}_k = \frac{\text{# correct relevant developers}}{\text{# Correct developers}}
\]  

To balance the precision and recall value, \(F\)-measure is defined as

\[
F_k = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]  

where \(k\) denotes the size of recommendation list.

Table 3 Accuracy and Error rate Table

<table>
<thead>
<tr>
<th>Sl.No</th>
<th>Name of the Algorithm</th>
<th>Accuracy Rate</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Naive Bayes</td>
<td>0.786</td>
<td>0.213</td>
</tr>
</tbody>
</table>

From Table 3, the accuracy and error rate are calculated for training bug data set. The accuracy of Naive Bayes algorithm is 0.786 and error rate is 0.213.
Fig. 8 illustrates the performance value of precision (0.667), recall (0.737) and F-measure (0.70) for training bug data set.

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Name of the Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Naive Bayes</td>
<td>0.667</td>
<td>0.737</td>
<td>0.70</td>
</tr>
</tbody>
</table>

From Table 4, the performance values of Precision, Recall are calculated for training bug data set. To balance the precision and recall value, the F measure value is calculated for training bug data set.

4. CONCLUSION AND FUTURE WORK

Bug triage is a costly step of software maintenance in both labor cost and time cost. The proposed system combines the feature selection algorithm (FS) with instance selection algorithm (IS) in order to reduce the scale of bug data sets as well as improve the data quality. A Predictive model is used to determine the order of applying reduction order, i.e., FS to IS or IS to FS. The proposed system performance is verified using Mozilla bug data set. To demonstrate the effectiveness, scales of data set is reduced by using data reduction technique in order to decrease the time and labor cost, improve the accuracy of bug triage with high-quality bug data in software development and maintenance.

The future work of the proposed system is to improve the results of data reduction in bug triage to explore how to prepare a high value bug data set and deal with a domain-specific software task. For predicting reduction orders, plan to pay efforts to identify the potential relationship among the attributes of bug data sets and the reduction orders.
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