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ABSTRACT

The development in the fields of web, digital libraries,
technical documentation, and medical data has made it easier
to access a larger amount of a textual document. Owing to the
increasing demands to obtain knowledge from a large number
of textual documents accessible on the web, text mining is
gaining significant importance. The aim of this paper is to
find the topmost ten frequent words of the whole writing of
the Editorial writing appeared in the most popular
Bangladeshi Daily English newspaper entitled “The Daily
Star” over the period 01 January 2018 to 30 June 2018.
Finally, we representation of text data visually with the help
of word cloud. The results indicate that the most frequent
word highlighted is ‘government’ in the writing of all months
considered in this study. Also, the words “Bangladesh”,
“Myanmar”, “people”, “must” and “will” emerge in the
analysis.
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1. INTRODUCTION

Nowadays, the data size is accumulating at an exponential
rate. More or less the organizations, institutions, and business
industries are storing their data electronically. A huge amount
of text is also flowing through the internet from different
digital libraries, repositories, and other textual information
such as social media network, blogs and e-mails (Sagayam
[1]). Therefore, to determine the appropriate patterns and
trends or extract valuable knowledge from this large volume
of data is too much difficult (Padhy, et al., [2]). However,
Text mining is a useful technique to extract exciting and
significant patterns to explore knowledge from the textual
data sources (Fan, et al. [3]). Thus, these techniques are
incessantly applied in academia, web applications, internet,
industry and other fields (Liao, et al. [4]). Application areas
like search engines, customer relationship management
system, filter emails, product suggestion analysis, fraud
recognition, and social media analytics use text mining for
opinion mining, feature extraction, sentiment, predictive, and
trend analysis (He [5]).

In this modern culture, the text is one of the most common
means of transportation for the formal exchange of
information. It is essential to extract useful information from
texts however it is a very difficult task indeed. Text mining is
an interdisciplinary arena which includes information
retrieval, data mining, machine learning, statistics, and
computational linguistics (Jusoh and Alfawareh [6]). Research
in text mining has been carried out since the mid-80s when
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the US academic, Professor Don Swanson, realized that, by
combining information slice from seemingly unrelated
medical articles, it was possible to deduce new hypotheses
(Nightingal [7]). However, Text Mining or knowledge
discovery from the text (KDT) was first introduced by
Fledman and Dagan [8].

In the early years, only information specialists used text
mining systems. However, recent’s research on text mining
has been carried out by the researchers of various fields
(Jusoh and Alfawareh [9]). With the help of text mining
application, unstructured textual information is used to
discover the structure and implicit hidden meanings of the text
(Rao [10]; Karanikas, et al. [11]). Through text mining, one
can uncover hidden patterns, relationships, and trends of a
text. Hale [12] disputed that the benefits of using text mining
are to reach a decision more quickly, at least 10x speedup
over previous methods, and find hidden information.
Chakrabarti [13] addressed that text mining facilitates
organizations to discover interesting patterns, models,
directions, trends, rules, contained in a text in the same way of
data mining which explores tabular or “structured” data.

Roul et al. [14] presented a top down and bottom up approach
for web-based text mining process. Sumathy and
Chidambaram [15] gave an overview of applications, tools
and issues arise to mine the text. Patel and Sharma [16]
discuss the different method of text categorization and cluster
analysis for text documents. Jhanji and Garg [17] provide an
overview of text mining in the contexts of its techniques,
application domains, and the most challenging issue. They
also stretch the emphasis on the fundamentals methods of text
mining including natural language possessing (NLP) and
information extraction (IE). Kaushik and Naithani [18]
reviewed the text mining techniques, tools, and it’s various
applications. Nie and Sun [19] performed a two-dimensional
text mining approach, including bibliometric and network
analysis, in order to detect trends of major academic branches.
This paper attempt to examine the Editorial writing of the
most popular Bangladeshi daily English newspaper named
“The Daily Star”. So, firstly we find out the topmost ten
frequent words of the whole writing. Finally, the word cloud
is used to represent the text data visually.

2. MATERIALS AND METHODS

2.1 Date Preparation

This paper examines the writing of Editorial section of a
Bangladeshi Daily English newspaper which is The Daily
Star. Firstly, the documents are collected from the official
website of this newspaper over the period 01 January 2018 to
30 June 2018. The link of the official website of this
newspaper is http://www.thedailystar.net/editorial.
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2.2 Methods

Scientists in the text mining community have been trying to
apply numerous techniques or methods such as rule-based,
knowledge-based, statistical and machine-learning-based
approaches. However, among the methods, the most popular,
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as well as essential methods for text mining, are natural
language processing (NLP) and information extraction (IE)
techniques. The subsequent diagram illustrates the process of
text mining.
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Fig 1: Text Mining Process

2.2.1 Natural Language Processing (NLP)
Automatic processing and analyzing the unstructured textual
information is the main concern of Natural language
processing (NLP). It executes different types of analysis such
as Named Entity Recognition (NER) is used for abbreviation
as well as their synonyms extraction and find the relationships
among them (Laxman, and Sujatha [20]). However, NLP is a
technology that concerns with natural language generation
(NLG) and natural language understanding (NLU). NLG
usages several levels of underlying linguistic representation of
the text in order to make sure that the generated text is
grammatically correct and fluent. Moreover, NLU calculates
the meaning illustration, essentially restricting the discussion
to the domain of computational linguistics. In addition, NLU
consists of at least of one the components from tokenization,
morphological or lexical analysis, syntactic analysis, and
semantic analysis. A sentence is segmented into a list of
tokens by tokenization. The token represents a word or a
special symbol such as an exclamation mark (Jusoh and
Alfawareh [9]).

2.2.2 Information Extraction (IE)

Information Extraction (IE) encompasses directly with the
text mining process with the help of extracting valuable
evidence from the texts. IE can also be defined as the
formation of a structured representation of selected
information drawn from texts. In IE, natural language texts
are recorded to be predefine, structured representation, or
templates, which, when it is occupied, represent an extract of
significant evidence from the original text (Rao [10];

Karanikas, et al. [11]). Moreover, IE systems are applied to
extract specific attributes and entities from a document and
establish their relationship (Dang and Ahmad [21]). The
extracted corpus is stored into database for supplementary
processing. In order to achieve more appropriate results from
information extraction process, in-depth and complete
information about the relevant field is required (Steinberger
[22]). The goal of text mining is to find specific data or
information in natural language texts. Therefore, the IE task is
defined by its input and extraction target. The input can be
unstructured documents like free texts that are written in
natural language or the semi-structured documents that are
pervasive on the Web, which includes tables or itemized and
enumerated lists. Then data mining procedures can be applied
to the data for discovering new knowledge.

2.2.3 Information Retrieval (IR)

Information Retrieval (IR) is an extracting procedure of
finding the appropriate and associated patterns according to a
supplied set of words or phrases. In IR systems, different
algorithms are used to track the user’s behavior and search
relevant data accordingly (Steinberger [22]). Most popular
search engines i.e., Google and Yahoo are using more
frequently the information retrieval system in order to extract
the relevant documents according to a phrase on Web. These
search engines provide more relevant and appropriate
information to users that satisfying their needs (Zhong, et al.

[23]).
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2.2.4 Text Summarization

Text summarization is a procedure of gathering and
generating a concise representation of original text documents
(Mukhedkar, et al. [24]). In summarization, pre-processing
and processing operations are executed on the raw text.
Tokenization, stop word removal, and stemming methods are
applied for pre-processing. However, Lexicon lists are
produced at the processing stage of text summarization. In the
past, automatic text summarization was performed on the
basis of existence a certain word or phrase in the document.
Later on, additional methods of text mining were introduced
with the standard text mining process to improve the
relevance and accuracy of results (Chen and Zhang [25]).
Moreover, the weighted heuristics method extract features of
a text by using specific rules in order to summarize the text
documents. Sentence length, fixed phrase, paragraph, thematic
word, and upper case word identification features can be
implemented and analyzed for text summarization. Text
summarization techniques can be applied to multiple
documents at the same time. Quality and type of classifiers
depend on the nature and theme of the text documents (Al-
Hashemi [26]).

2.2.5 Word Cloud

Word clouds or tag clouds are defined as the visual
representation of words for a certain written content structured
as per its frequency (Jayashankar and Sridaran [27]). Among
the most commonly used method of presenting text data in a
graphical manner; Word cloud is helpful for analyzing various
forms of text data such as essays and short answers or written
opinions to a survey or questionnaire (De Paolo, and
Wilkinson [28]). Furthermore, word cloud used as a
preliminary stage for in-depth analysis of certain text material
(Sinclair and Cardew-Hall [29]; Viegas, et al. [30]).
Nonetheless, the method has certain drawbacks as well. One
of the major drawbacks that is it does not consider the
linguistic knowledge about the words and their respective link
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Fig 2: Bar diagram of most frequent word of Editorial writing

in January 2018.
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to the given subject while providing a purely statistical
summary to the segregated words. As a result, in most
systems, the word clouds are often employed in a statistical
manner for summarizing text, providing very little or no
means for correlating the data. It is perceived that this could
be one of the most influencing paradigms of visualization for
most of the analysis conditions. Thus, in this paper, we have
employed the use of word clouds as the central method of text
analysis.

3. RESULTS AND DISCUSSION

This paper considers the Editorial section which contains two
writing topics in each day of a daily Bangladeshi English
newspaper named “The Daily Star”. This paper also collects
the documents for the month of January 2018 to June 2018. It
is observed that the word limit of the editorial of a month is
above fifteen thousand and just above the eighteen thousand.
The following figures represent the most ten frequent words
in the writing.

Among the words, “Government” is used 329 times, and the
frequency of the most frequent ten words are more than 170.
Among the popular ten words “Law” has the lowest frequency
which is about half of the topmost frequent word
“Government”. In the editorial writing published in the month
of January 2018 in “The Daily Star”, Bangladesh, we
observed that most of the writing issues are related to the
Government of Bangladesh. In this month, the authors also
discussed the enormous influx of Rohingyas to Bangladesh
came from Myanmar fleeing horrific atrocities in their
homeland. In response, Bangladesh hosted the Rohingyas and
gave shelter these oppressed people. At that time, the
discussed people of Bangladesh and came from Myanmar.
The authors of the editorial addressed different issues related
to several laws. Already there are more than three lakh
Rohingyas in Bangladesh as a result of previous exoduses

(Fig 2).
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writing in February 2018.
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Fig 6: Bar diagram of most frequent word of Editorial writing
in May 2018.

However, in the month of February 2018, we observed that
the writers continued their writing related to Rohingya issues
those are also associated with the Government of Bangladesh
as well as Myanmar. Authors also raised the issues about the
role of police and security of peoples of both countries (Fig
3). While the generosity of Bangladesh has been lauded by the
international community, this does not help to solve the
problem of continuing to give shelter to almost one million
people in a country that is already burdened with
overpopulation, poverty and acute scarcity of land. In
addition, from the most frequent words, it can be said that the
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Fig 5: Bar diagram of most frequent word of Editorial
writing in April 2018.
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Fig 7: Bar diagram of most frequent word of Editorial
writing in June 2018.

authors write the topics about Rohingya issues and the roles of
the people, police and the Government of Bangladesh and
Myanmar. Furthermore, from the most frequent words used in
writing of the remaining months, it may be concluded that the
authors continued their writing about issues related to
Rohingya.

The word cloud of the most frequent words used in the
editorial section of the renowned daily newspapers of
Bangladesh entitled “The Daily Star” for the month of
January to June 2018 are presented below.

26



see Shipbreaking

living . i
. frgeemtemanonal T i political
increased g 2 january & " areas used

& paper a,nvers festival =around published

banking

2 43, use Biaken repatriation  despilesmcc?
s8¢ = ] Pl€among ,op)
cecty S B3 OMUOCES. get imemayor goimg marchiens
picture o 2 & hea|h stepasic
2 memvers® € Spoli == environmentsti comons w
£ © T ap OICGC past I3
@ ensure even E_Q authOfItIeS Ssnma 2
Barge percent EQ M E ok 2
5 eEPRSEGRY ear © g2rights. afﬂ"gmm :
2 3505 8chS EMUst 358 ey
£ 358 002cF ” "'*u_-imE Kled 5 stop
u:E £ g < 8-0— o WI ;Fgrport :s‘f’g:ﬁgomg
2 gone 'S 35> — SEc
Showever |~ T pheed £
oo 41505 © S country § £
arohingyas ong?‘i’ %law - oun ry 8 5358
dengandgmd € q) O can take; _‘g‘_c“,,é g
e bangladesh Q omyanmar 5= £2
Oblgr‘:anrsﬂe high mworkers > Q_C nOW act process =
protect & ® O new Gdaily women
deains 88 schildren £ many, - sboes o
income E glven £ 5
uestion rohingya twos 3 E
centrafd 9y traffic partyruﬂ;]sgt g% °

banks Y23'S accordin
diseaseforest gwolenceroad

neneve;upéace farmers S snuatlon

since  prices
may water enforcers
education

enforcement Lmlnlster tetgmers suffering

including agencies community =
programme  event way 2
department now @

Fig 8: Word cloud of the most frequent words of Editorial
writing of “The Daily Star” in the month of January 2018.

geperal o grecem genocide?Tes! place violence  wesksiop despie

g Bserious Ve myanmars two dropout secondary

080 disaster bangladeshs accountahead
Cgmembers needs o farmers

Q
GuePS ares Martiage 'ONINGYaSag 5 25 i

o 5 ﬂzfga?t communltyu;mcm;;ﬁnﬁ“
arepo o
g mphelp 0 authorltles

_

omen

“’ralk}“r"fg-o lccmatter g eve

ankbd (U peop e C given

. can mcount

vears 0A|S UJE 0 s=bark

uw others
f&%’né’attack% - Iawf‘%‘a: S C Smakeletk s
“need now O (u |

Q. E S ity igbal
\ong wait o
taken 52 £ yet § e pollce bnpo &
eﬁorts u::’ ra e\SSUEstan

ace Slum =
leftmade onefg|r|sgl'ibaaly Oo D involved 5

=n district O r\ghts %?c”e‘?ad z
cu v jUStICG percent Chlld U) action refolgees -

\ ine\/
z Ureported |and|nternat|onal Jlllegal = court products

qir S mucncrore however pUb“C repatriation —party brought

hicles process
perpefrators OTMICE gehoplate system  progressty sz
council denjed already maigrdeat done mayacudents unless

instead " heinous  nsew  INCluding  MEW security a?]%ﬁlw%r E#EE%P

O

yangan)
criminal
ri
=
bl deal
g seems

crimes
cti

w nara
=

(=)

@

e

[e]
ccused
news

bringing
~ensure
a

e

gating
allowed?

2
investi
£,

2

comei% continu
sector qrder_

families
-
=z

@ incident
see

family pback
wct|m

role safety
ay
klng

d

“able

|nvestigat

rmed

china porder

march
ivatewhose
ountries
witho

fer

according

Fig 10: Word cloud of the most frequent words of Editorial

writing of “The Daily Star” in the month of March 2018.

International Journal of Computer Applications (0975 — 8887)
Volume 178 — No. 11, May 2019

Iving i e
basic gmarrlage|anguage number rakhine teachers e“é%rt?éonts cgnditioﬁlrsder
per Dflvateewdence bring alrport somety right reason crore “demand

movement g s refugees Sﬂ”women system find partiesiournalism

aIuneaHOW &
2 safe
Erape mg hope @ [ C
o £

education
may rohlngya process g aé:&gxrns

WaY need = solution

I:II’ISC mrlghtS people aUthOFItles orice
nternational question reeds .

S
a8 governmentﬁag

ountry mystzé pg'ltlcta@
OWS ge imes
kealsowl| & 8= S

ta
W;;bangladesh 3 S
;2 amyanmar ¢ 50

report\.rlolenctet“me g nows— ok © part _
thus quota Matler pn =Casew.
current university ag OENSUIE_ & ietter &
_ various & @ "“”taklngqgggpercentc JUStICGIEVEI
£ yet work fgt R community’ myanmars %
important £ £ Zinvolved done Safety K] continue made since
fight hased "chl\dren genera\snuallontﬁ day Scorruption opposmon cau

steps
< latest
febru

m

gyas

cases
[
2.

banks ® = area

o rohin

&3

dhaka crisis
cargo © loan

on
paper put humanS

britishindex  month
many repatriation®

=
oS

o 3
£ act

C

5
|5
f\eld:
behind dsiymeasures
come
count
sel
(1]
&
_without S
g &2 sector
=& including

however years

recovery make

give Uuse
Cgovernments §

ghtelection
chief group

ry

S

find found cal d
come use
percent stop anforears local busesaid banknow

medical educationpoor particularly
 drivers sundarbansbecome &

attack prime
another
specigidockyards make "- C

bring sexualbuit (g Wi ¥

aisn  roads € NEW E“’hope SIthr’l,itlon cmlnlsler ’ %g
reported ¢ 0 eel\va . LE
g2 CpUb“Cﬁ}]ak‘é 80 §z~§§g
i:;thﬁ gé Umuch S I\Hlefgﬁg QES
s ?ﬁ 03 0 dUS CaN'we Q5 £ felp
g%ﬁif o #T Hue@:una qJ e Chli:lﬂgg gﬁ [
og E = E.‘ﬁ'_ @ w—OSD.o
S R CU = QRN
%Q._ N —gE E>38Cm:.m
S sfil's rartic (@)) ack a9 @ éga"

Iur‘gg !aWSViSicl” T + sk
aEQ'sﬁ Stime: € MU St C 10ad 3 e

soon Jusﬂed L | UHS.SUGE
authorities @ alSQE O @ owners fighy
umrwaéersafety_Q ON€=g > many day &
» media =
d

B myanmar9 0 ey >™
d Q © dcourt

g £ ok countrys 0. D) 28,3 fex
el i 6
f« workers "’ < &sys em 0= *-'gven experts
Laéesfﬁemally ofensure ucases Q "’;gr‘;‘s » countries
© \al’ldv?.rgrgagbeeg;veaccordmg g VlCtlmS o L I\ves takmgﬂews E
'EJUSICE seems  leachers management permanent @

Fig 11: Word cloud of the most frequent words of Editorial

writing of “The Daily Star” in the month of April 2018.

Fig 9: Word cloud of the most frequent words of Editorial
writing of “The Daily Star” in the month of February 2018.
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Fig 12: Word cloud of the most frequent words of Editorial

writing of “The Daily Star” in the month of May 2018.

From the Fig 8, we see that the most 10 frequent words were
government, will, must, also, Bangladesh, people, can,
Myanmar, one, law and will, may, one, public. However, from
the Fig 3, it can be seen that the most frequent words are will,
Bangladesh, must, government, also, Myanmar, security,
police, country, international. Firstly, it can be seen that the
most protuberant word highlighted is ‘government’ in the
editorial writing of the most popular daily English newspaper
entitled “The Daily Star” published in the months January to

June 2018. Moreover, the words like “Bangladesh”,
“Myanmar”, “people”, “must” and “will” emerge in the
analysis.

4. CONCLUSION

At present, text mining is one of the utmost essential, curious
and interesting fields. With the passage of time its importance
is only going to increase because the rate of data production is
very high and through text mining, one can uncover hidden
patterns, associations, and tendencies in a text that is the
benefits of making the decision more quickly. From the
results, it can be seen that the most prominent word
highlighted is ‘government’ in the writing of all months
considered in this study. The terms “Bangladesh”,
“Myanmar”, “people”, “must” and “will” emerge in the
analysis.
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