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ABSTRACT 
Medical imaging is the process of seeing the internal parts of the 

body, whose purpose is to maintain health, prevention and 

treatment of diseases. Nowadays, medical imaging has become a 

common part of everyday clinical practices. Despite huge 

progress, there is still no such instrument that can represent all 

facets of the human body. Image segmentation is the most 

common method used to analyze and detect distortion in medical 

images. Clustering is a technique used to group similar data in 

the same cluster. MRI segmentation is critically important for 

diagnostic studies and diagnosis. There are many drawbacks in 

existing methods based on soft clustering, which include low 

noise and high computational cost in the presence of image noise 

and artifacts. In this paper, we use a novel method to split brain 

tissues from magnetic resonance images, which routinely use 

regularized kernel-based fuzzy-clustering clusters. Adaptive 

regularized kernel based fuzzy clustering means (ARKFCM) is 

applied to remove nuclei and non-nuclei images of the 

Histopathological ROI image. In ARKFCM, results occurred in 

two sets of images, both images are examined to generate 

clustering cells. The combined ARKFCM image contains many 

overlapping areas of cells.  
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1. INTRODUCTION  
A brain tumor or intracranial neoplasm occurs when abnormal 

cells form within the brain. There are several ways to diagnose 

brain tumors, for example use MRI images. Nowadays, Medical 

imaging plays a significant role in everyday clinical use. There 

are a number of different imaging modalities that each shows 

specific aspect of the human body. Each of modalities such as 

magnetic resonance imaging (MRI), computed tomography 

(CT), etc., provides limited and complementary information. As 

an instance, CT can indicate bones and dense tissue with great 

details. However, it provides little information about soft tissue, 

in contrast to MRI which displays soft tissue with high 

resolution.[1] 

 In the field of biomedical imaging and computer-aided 

diagnosis, image acquisition and analysis with more than one 

modality (i.e. multi-modal) has been a research focus for years 

since different imaging modalities encompass abundant 

information which are complementary to each other. As 

described in one of the multi-modal imaging project for brain 

tumor segmentation, each of the modality can reveal a unique 

type of biological/biochemical information for the tumor-

induced tissue changes and poses. Somewhat different 

information processing tasks.[2]. The segmentation of 

biomedical images into the various tissues and structures forms a 

crucial step for both medical research and clinical practice. 

Automatic segmentation is important because manually 

segmenting three-dimensional images is very time consuming 

and prone to inter- and inter observer variability.[3] 

Clustering is a method of grouping similar data and distinctly 

separating them from the dissimilar data. It helps recognizing 

hidden patterns within the data. It is an unsupervised approach. 

For pattern extraction, clustering techniques depend on the 

similarity measures between the representative and the data to be 

clustered. Representative data denotes the cluster center, i.e., the 

ideal data of the cluster. Clustering is a useful tool for 

understanding and visualizing available structures in data. Fuzzy 

C-means is one of the commonly used and efficient objective 

function-which is based on clustering techniques. Data 

clustering or cluster analysis is an important field in pattern 

recognition, machine intelligence and computer vision 

community, that has had numerous applications in the last three 

decades. Generally, clustering term is known as grouping a set 

of N samples into C clusters whose members are similar in some 

sense. This similarity between different samples is either a 

suitable distance based on numeric attributes, or directly in the 

form of pairwise similarity or dissimilarity measurements. With 

a clustering technique, a collection of objects or feature vectors 

is partitioned into clusters. In the past few decades, many 

clustering algorithms have been developed, which mainly 

contain hierarchical clustering (such as Single Link and 

Complete Link), partitional clustering (such as k means, fuzzy 

C-means, Gaussian Mixture and Density Estimation) and 

spectral clustering. Moreover, in the last few years, fuzzy C-

means (FCM) clustering and spectral clustering algorithms are 

research focus.[4] 

Fuzzy clustering introduces the concept of membership into data 

partition, for this reason that membership can indicate the degree 

to which an object belongs to the clusters definitely, and actually 

represents the data partition more clearly.[5]. Study of cluster or 

segmentation technique [9], [10] based on clustering assembles a 

set of entities in a manner that entities in the identical cluster 

have a superior degree of alikeness to each compared to the 

other clusters. Clusters are defined as contiguous regions of 

more than one-dimensional space comprising comparative points 

of high density, alienated from other exemplary regions 

comprising moderate points of low density. In image 

breakdown, clustering is the order of arrangement of pixels 

conferring to more or less features like intensity. Under hard 

clustering, data elements fit into one cluster simply and the 

membership value of belongingness to a cluster is precisely one. 

Under soft clustering, elements of data fit into more prominent 

than the single cluster and the membership value of 

belongingness to the cluster varies from 0 to 1[6]. 

This paper is structured as follows. In section II, papers which 

deal with similar technique description. Section III presents 
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literature survey of the previous scheme, Section IV presents 

propose work. Section V presents experiment result analysis and 

section VII conclusions are drawn. 

2. USING TECHNIQUES 
In this paper we have used two techniques which are described 

below: 

2.1 K-means (KM) Clustering Algorithm:  
Currently the clustering method often used for segmenting large-

scale images. Clustering is one of the unsupervised learning 

method in which a set of essentials is separated into uniform 

groups. There are different types of clustering: hierarchical 

clustering, Fuzzy C-means clustering, K-means clustering. The 

K-means method is one of the most generally used clustering 

techniques for various applications. K-means clustering is a 

partition-based cluster analysis method. The K-means clustering 

technique is a widely used approach that has been applied to 

solve low-level image segmentation tasks.[7]  

Clustering is a method to divide a set of data into a specific 

number of groups. It’s one of the popular method is k-means 

clustering. In k-means clustering, it partitions a collection of data 

into a k number group of data [8] . It classifies a given set of 

data into k number of disjoint cluster. K-means algorithm 

consists of two separate phases. In the first phase it calculates 

the k centroid and in the second phase it takes each point to the 

cluster which has nearest centroid from the respective data point. 

There are different methods to define the distance of the nearest 

centroid and one of the most used methods is Euclidean distance. 

Once the grouping is done it recalculate the new centroid of each 

cluster and based on that centroid, a new Euclidean distance is 

calculated between each center and each data point and assigns 

the points in the cluster which have minimum Euclidean 

distance. Each cluster in the partition is defined by its member 

objects and by its centroid. The centroid for each cluster is the 

point to which the sum of distances from all the objects in that 

cluster is minimized. So K-means is an iterative algorithm in 

which it minimizes the sum of distances from each object to its 

cluster centroid, over all clusters.[8] 

2.2 Fuzzy C-means (FCM) Clustering: 
Fuzzy-C-Means is a soft clustering approach. In the case of soft 

clustering which is also called Fuzzy clustering, data items can 

belong to more than one cluster. Membership levels indicate the 

strength of association between that element and a particular 

cluster. Basic idea in this algorithm is that the data points have 

their membership values with the cluster centres that will be 

iteratively updated. It involves two main steps: the calculation of 

cluster centers and the assignment of points to these centers. A 

membership value is assigned to the data items for the cluster 

within the range of 0 to 1 and a Fuzzification parameter in the 

range [1,n], to determine the degree of Fuzziness. The following 

objective function has to be minimized. 

                                                       
 

   
 

Membership µjk is given by: 

     
 

  
       
       

 
    

 
   

                                  

Soft Clustering generate good cluster centroid for optimal 

solution [9]. FCM Algorithm consists of steps as given below: 

1. The membership matrix U is initialized with random 

values between 0 and 1 such that the constraints are 

satisfied. 

2. Calculate fuzzy cluster centres ck, where k=1,..,C. 

3. Calculate objective function and stop if either it is 

below a certain tolerance value or its improvement 

over previous iteration is below a certain threshold. 

4. Compute a new membership matrix U. 

5. Go to step 2. 

6. This iteration will stop if 

||U (K+1)-U (K)|| < Ɛ                                                    (2.3) 

Where Ɛ is the stopping criterion between 0 and 1 where as K is 

the iteration steps.[9] 

2.3 Adaptive regularized kernel based fuzzy 

clustering means (ARKFCM): 
An adaptive kernel-based fuzzy C-means clustering with spatial 

constraints (AKFCMS) model for image segmentation approach 

is proposed in order to improve the efficiency of image 

segmentation. Various experiment results show that the 

proposed approach can get the spatial information features of an 

image accurately and is robust to realize image segmentation. 

An adaptively regularized kernel-based fuzzy  -means 

clustering framework is proposed for segmentation of brain 

magnetic resonance images. The framework can be in the form 

of three algorithms for the local average grayscale being 

replaced by the grayscale of the average filter, median filter, and 

devised weighted images, respectively.  [10] 

Initialize threshold   = 0.001,  =2, loop counter  =0,V, and 

 (0).   

Calculate the adaptive regularization parameter    

Calculate    for ARKFCM1 and ARKFCM2 or   for 

ARKFCM .   

Calculate cluster centers V( )   using  ( ) 

Calculate the membership function ( +1) .   

If max ‖( +1) −  ( )‖ 100 then stop; otherwise, update  = +1and 

go to step (4).  

1. The main advantages are:  

a. Adaptive to local context,  

b. Enhanced robustness to preserve image details.  

c. Independent of clustering parameters, and with decreased 

computational costs.[10] 

3. LITERATURE REVIEW  
Gijs van Tulder and Marleen de Bruijne, (2018) This paper 

presents experiments on two public datasets, with knee images 

from two MRI modalities, provided by the Osteoarthritis 

Initiative, and brain tumor segmentation on four MRI modalities 

from the BRATS challenge. All three approaches improved the 

cross-modality classification accuracy, with modality dropout 

and per-feature normalization giving the largest improvement. 

We observed that the networks tend to learn a combination of 

cross-modality and modality-specific features. Overall, a 

combination of all three methods produced the most cross-

modality features and the highest cross-modality classification 

accuracy, while maintaining most of the same modality 

accuracy.[11] 

R.Dharshini and S.Hemanandhini (2016) The important 

approach in the brain tumor segmentation is to identify the 

various stages includes benign, malignant and the normal. For 
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the process of classifying voxels, a classifier called Self 

Organizing Map(SOM) is used. Self-Organizing Map (SOM) 

which includes the unsupervised learning algorithm and 

Learning Vector Quantization (LVQ) with high diversity data 

like tumour appearance and its contour deformation. On 

comparing with the other approaches, instead of using 

Multimodal MRI images for clustering of voxels SOM has been 

used. A feature vector has been constructed in which the features 

for the constructing vector have been gained from the Discrete 

Wavelet Transform (DWT) coefficients. This has been 

constructed mainly for identifying tissue types which includes 

White Matter (WM), Grey Matter (GM), Cerebrospinal Fluid 

(CSF) and sometimes pathological tissues. The accuracies and 

the performance are provided in terms of training performance 

and the classification accuracies.[12] 

Anupurba Nandi, (2015) This paper deals with detection of brain 

tumour from MR images of the brain. The brain is the anterior 

most part of the nervous system. Tumour is a rapid uncontrolled 

growth of cells. Magnetic Resonance Imaging (MRI) is the 

device required to diagnose brain tumour. The normal MR 

images are not that suitable for fine analysis, so segmentation is 

an important process required for efficiently analyzing the 

tumour images. Clustering is suitable for biomedical image 

segmentation as it uses unsupervised learning. This paper work 

uses K-Means clustering where the detected tumour shows some 

abnormality which is then rectified by the use of morphological 

operators along with basic image processing techniques to meet 

the goal of separating the tumour cells from the normal cells.[13] 

Ivan Cabria (2015) In this paper we view the intensity of a pixel 

as equal to its “workload” and employ an unsupervised learning 

algorithm called potential-K-means that generates a balanced 

distribution of the pixels into clusters of approximately equal 

total intensity. The algorithm is based on an analogy with the 

gravitational force exerted by masses. This balancing 

requirement introduces a search bias that tends 

to generate either small clusters of higher intensity pixels, which 

overlap with the tumor area, or large clusters of lower intensity 

pixels. We evaluate the proposed algorithm on the publicly 

available brain tumor image segmentation (BRATS) MRI 

benchmark by comparing the center of the cluster that overlaps 

with the tumor, with the center of the tumor in the corresponding 

ground truth segmentation. We compare the proposed algorithm 

with the well-known K-means and with the Force clustering 

algorithm by Kalantari et al. (2009), which follows a different 

Physics analogy, but it is also based on a balancing criteria. 

Experimental results show that K-means is not suitable for 

tumor localization and that potential-K-mean  and Kalantari’s 

approach are comparable. However, the performance of 

Kalantari’s approach is highly dependent on a parameter whose 

value needs to be set a priori, but without an informed way of 

doing so, which makes the present proposed method more 

practical.[14] 

Ayşe Demirhan, et. Al.(2015)In this study, we present a new 

tissue segmentation algorithm that segments brain MR images 

into tumor, edema, white matter (WM), gray matter (GM) and 

cerebrospinal fluid (CSF). The detection of the healthy tissues is 

performed simultaneously with the diseased tissues because 

examining the change caused by the spread of tumor and edema 

on healthy tissues is very important for treatment planning. We 

used T1, T2 and FLAIR MR images of 20 subjects suffering 

from glial tumor. We developed an algorithm for stripping the 

skull before the segmentation process. The segmentation is 

performed using self-organizing map (SOM) that is trained with 

unsupervised learning algorithm and finetuned with learning 

vector quantization (LVQ). Unlike other studies, we developed 

an algorithm for clustering the SOM instead of using an 

additional network. Input feature vector is constructed with the 

features obtained from stationary wavelet transform (SWT) 

coefficients. The results showed that average Dice similarity 

indexes are 91% for WM, 87% for GM, 96% for CSF, 61% for 

tumor, and 77% for edema.[15] 

Chen-Ping Yu, et. Al.(2014) Automatic detection and 

segmentation of brain tumors in 3D MR neuroimages can 

significantly aid early diagnosis, surgical planning, and follow-

up assessment. However, due to diverse location and varying 

size, primary and metastatic tumors present substantial 

challenges for detection. We present a fully automatic, 

unsupervised algorithm that can detect single and multiple 

tumors from 3 to 28,079 mm3 in volume. Using 20 clinical 3D 

MR scans containing from 1 to 15 tumors per scan, the proposed 

approach achieves between 87.84% and 95.30% detection rate 

and an average end-to-end running time of under 3 minutes. In 

addition, 5 normal clinical 3D MR scans are evaluated 

quantitatively to demonstrate that the approach has the potential 

to discriminate between abnormal and normal brains.[16] 

4. PROPOSE WORK 

4.1 Problem Statement 
Difficult to predict the number of clusters (K-Value).Initial seeds 

have a strong impact on the final results. The order of the data 

has an impact on the final results. Sensitive to scale: rescaling 

your datasets (normalization or standardization) will completely 

change results. While this itself is not bad, not realizing that you 

have to spend extra on to scaling your data might be bad. 

4.2 Propose Methodology 
In our propose work  MRI Brain Tumor Segmentation method 

based on  K-means (KM) Clustering Algorithm, Fuzzy C-means 

(FCM) Clustering and Adaptive regularized kernel based fuzzy 

clustering means (ARKFCM). First take an original image and 

Existing, Adaptive Regularized Kernel based Fuzzy Clustering 

Means (ARKFCM) is implemented for extracting the nuclei and 

non-nuclei images of (Histopathological ROI image). In 

ARKFCM, the result occurred in two sets of images , both the 

images are examined for generating the clustering cells. the 

combined ARKFCM image contains several overlapping regions 

of cells. Here, the overlapping states (combination of nuclei and 

non-nuclei cells), is essential to separate those cells to determine 

the affected cells of liver cirrhosis. 

4.3  Propose Algorithm 
1. start 

2. Browse original image from dataset. 

3. Resize original image (256 256). 

4. Convert image from RGB to gray. 

5. Apply k means clustering on this gray scale image. 

6. Apply fuzzy c means clustering. 

7. Result of k means clustering. 

8. Result of fuzzy c means. 

9. Use ARKFCM clustering. 

10. Results of ARKFCM clustering 

11. Exit. 
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4.4 Flowchart 

 
Fig.1.flow chart on propose methodology 

5. EXPERIMENTAL RESULT ANALYSIS 
The experimental analysis use MRI Brain Tumor Segmentation 

pictures for performance evaluation. To quantitatively compare 

the results of the above mentioned methods, we apply -means 

(KM) Clustering Algorithm, Fuzzy C-means (FCM) and the 

Adaptive regularized kernel based fuzzy clustering means 

(ARKFCM) is applied to contains several overlapping regions of 

cells. The algorithm is designed on MATLABR17 using Image 

Processing toolbox.  

First we run this code and we obtained this type of menu bar : 

 

Fig.2.In this menu bar there are 6 steps 

 

Fig.3.First we browse original image from dataset 

 

Fig.4.Resize image (256 256)  

 

Fig.5.Convert this image from RGB to Gray  

 

 

 Start  

 Browse image from dataset  

Convert image from RGB to gray  

Result for Fuzzy C Means  

Fuzzy C Means 

K-Means Clustering 

Resize Image 256*256 

 Finish  

ARKFCM (Adaptively Regularized Kernel-Based 

Fuzzy –Means) 

Result for k means clustering 

Calculate the Performance evolution for Entropy 
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Fig.6.K means clustering 

 

Fig.7.Fuzzy c means  

 

Fig.8.Propose work 

Table 1. Comparison on Base PSNR and Propose PSNR for 

different method 

I.name (BASE)PSNR 

K MEANS 

(BASE)PSNR 

FCM 

(PROPOSE)PSNR 

ARKFCM 

3. jpg 60.5332 61.0623 80.2753 

4.jpg 58.0867 58.3520 79.5493 

 

 

Fig.9 Comparison graph on Base PSNR and Propose PSNR 

for different metho 

Table 2. Comparison on Base MSE and Propose MSE for 

different method 

I.name (BASE)MSE 

K MEANS 

(BASE)MSE 

FCM 

(PROPOSE)MSE 

ARKFCM 

3. jpg 0.1329 0.1289 0.0839 

4.jpg 0.1356 0.1337 0.0834 

 

 

Fig.10 Comparison graph on Base MSE and Propose MSE 

for different method 

6. CONCLUSION 
An adaptively regularized kernel-based FCM framework has 

been proposed to enhance the original FCM for higher 

segmentation low computational cost. An adaptively regularized 

kernel-based fuzzy �-means clustering framework is proposed 

for segmentation of brain magnetic resonance images. In this 

paper apply adaptively Regularized Kernel-Based Fuzzy C-

Means Clustering method for improves image result However, 

the problem of image segmentation speed is still an important 

problem in image processing. Therefore, how to improve the 
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segmentation speed of different algorithms is an indispensable 

topic. In our future work, we will focus on the image 

segmentation. 
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