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ABSTRACT 

Artificial Intelligence (AI) and related computational tools are 

making their presence felt in various walks of life. However, 

AI in healthcare is grabbing more attention in latest trends of 

research with improved accuracy of I based techniques for 

different health related problems. This paper presents a 

technique for brain tumor classification using an 

amalgamation of image processing techniques and artificial 

intelligence. Brain tumors are often very difficult to classify 

into malignant and benign categories owing to the high level 

of similarity among the two categories of images. The 

proposed technique uses the discrete wavelet transform along 

with threshold based segmentation for separation and de-

noising of brain tumor images. Further, feature extraction is 

performed followed by training a probabilistic neural network 

with the computed feature values. Principal component 

analysis is used for reduction of the dimensionality of the 

training data. It has been found that the proposed technique 

achieves a classification accuracy of 98% for the used data 

set. It is expected that the proposed approach can be useful for 

effective automated classification of brain tumor images.   
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1. INTRODUCTION 
Brain tumor classification has been a non-trivial task for 

medical practitioners owing to the fact that cancerous and 

non-cancerous brain tumors show stark similarity in 

appearance. [Dahab (2012)]Hence, chances for inadvertent 

error on the part of physicians can’t be ruled out.  Off late, 

artificial intelligence based techniques have made their 

presence felt in different domains of healthcare. Artificial 

Intelligence can be formally defined as the design and 

implementation of computational techniques which can 

perform tasks generally needing human intervention thereby 

resembling the human intelligence mechanism. A practical 

way to implement artificial intelligence is the design of 

artificial neural network (ANN). Artificial neural network 

resemble the human intelligence process of: 

(1) Parallel data processing capability 

(2) Ability to learn and adapt  

Artificial neural networks can often perform tasks needing 

human effort. Neural networks need to be trained with 

training data and subsequently can be tested for some task. In 

the proposed approach, artificial neural networks have been 

used for the classification of brain tumors into three categories 

v.i.z. normal, benign and malignant. The data used is in the 

form of MRI images of brain. [Hua(2012)] Prior to extracting 

numerical features from the images, different image pre-

processing techniques have been used. The description of the 

neural network design and image pre-processing techniques 

has been explained in the subsequent section.   

2. ARTIFICIAL NEURAL NETWORKS 
Artificial Neural Networks can be thought of as a practical 

technique to implement artificial intelligence. Artificial 

Neural Networks is kind of a system that makes the machine 

work intelligently and performs tasks that is required. The 

ANN mainly focuses on building the self learning or self 

training mechanism like humans. [Mala (2015)] .The human 

brain comprises of millions of neurons that are interconnected 

to each other. This helps the brain to perform complex tasks 

and think well attributing to the large network of 

interconnected neurons. But it is not the same with the ANN. 

An ANN has the ability of saving the previous data that was 

input to it. ANN works in a very different manner to come out 

as intelligent. It functions in a complex parallel process and 

works parallel. It exhibits high performance of speed due to 

the parallel architecture. ANN tries to learn and adapt to the 

data that was input before. This is done through training and 

testing of the Neural Network. This is an extremely important 

part as the entire performance of the ANN depends on how 

well the neural network has been trained and tested. And also 

the amount and quality of input training dataset that is sued 

plays a pivotal role. The basic ANN topologies consists of 

Single layered Feed Forward networks, multilayered feed 

forward networks, re current networks and probabilistic neural 

networks. The main internal structure of ANN includes a 

Input Layer, Hidden Layer and an Output Layer. The 

mathematical model of the ANN is governed by the 

expression: 

                  y                
 
                                        (1) 

Here, 

X represents the parallel inputs 

Y represents the output of the ANN 

θ represents the bias 

W represents the weights associated with the inputs received 

the ANN. 

Here, a parallel stream of data X enters the neural network. 

The summation of the data streams take place at the neural 

network interface. The experiences created by the network 

based on the received inputs are designated as the weights of 

the ANN. 
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2.1 Probabilistic Neural Network (PNN) 
PNN is built on the theory of Bayesian network and the 

estimation of probability density function. This theory allows 

for cost function to represent the fact that it may be worse to 

misclassify a vector that is actually a member of class A but 

it’s classified as a vector that belongs to class B. PNN is 

extensively used for classification problem. [Kulhalli (2012)] 

It works as a supervised classifier. A sample of our data set to 

it as an input and the data is then handled through numerous 

layers. The working of the PNN is based on the Baye’s 

theorem of conditional probability given by: 

                              P(A/B)=(P(B/A)P(A))/(P(B))               (2) 

Here, 

P(A) represents probability of any event A 

P(B) represents probability of any event B 

P(A/B) represents the probability of event A if event B is true 

or has already occurred 

P(B/A) represents the probability of event B if event A is true 

or has already occurred. 

The PPN assumes the training data to be true and then 

evaluates the probability of a given testing sample to belong 

to a particular category. The category with the highest 

probability is adjudged a class. [Sridhar (2013)] The PNN 

serves as an effective classifier if the deciding boundary 

between the different classes is not clear and a probabilistic 

approach is more suitable for the classification. 

3. IMAGE PRE-PROCESSING AND 

FEATURE EXTRACTION 
Prior to training the neural network, it is necessary to pre-

process the raw data and then compute the features. The 

different steps executed are: 

3.1 RGB to Grayscale Conversion 
The first step is RGB to grayscale conversion implemented as: 

The conversion of the RGB the RGB to the gray scale image 

is given by: 

Iy=0.333fr+0.5fg+0.1666fb                               (3) 

Here, 

Fr is the red component of the pixel 

Fg is the green component of the pixel 

Fb  is the blue component of the pixel 

The expression evaluating the grayscale value of the image 

pixel is given by: 

Iy=0.333*190+0.5*183+0.1666*175 =183.925            (4) 

The above relation is used for the scaling of RGB images into 

the grayscale counterpart. The expression yields a simple 

value for each pixel value. 

3.2 Segmentation 
The segmentation is an extremely critical step in the final 

classification process since the segmentation process separates 

the tumor segment from the entire image. [Manzes(2015)]The 

various types of segmentation techniques are explained as 

under: 

(1) Thresholding: In this technique the segmentation is 

carried out based on the following condition: 

                    

                                                                                     (5) 

Here, 

Xi represents the data value ‘i’ 

T represents the segmentation threshold 

C1 represents category1 

C2 represents category2 

(2) Edge Based Segmentation: In this category of 

segmentation, regular shapes such as lines or curves are used 

to segment out the data. The regular shapes generally tend to 

have a clear boundary. 

(3) Region Based Segmentation: In this technique, the 

segmentation is done based on the difference in pixel values 

of different areas. The process works only when the difference 

in metrics of different regions is bear stark differences. 

In the proposed work, threshold based segmentation is used 

since in MRI images, there may not exist clear boundaries 

which yield a regular shape segmentation. 

3.3 Discrete Wavelet Transform 
Often, MRI images are corrupted by effects of noise thereby 

rendering inaccurate feature values. The discrete wavelet 

transform acts as an effective filter to remove the effects of 

noise and disturbance from the images. [Hasan (2016)] The 

discrete wavelet transform can be thought of as a sampled 

version of the continuous wavelet transform and tries to 

remove the local disturbances using down samplings. 

The scaling feature can be defined as: 

WΦ (Jo, ok) =   ѱ(X{x,t})                                                (6) 

The Wavelet feature may be defined as:       

W = FN(ѱ)                                                                         (7) 

Where,  

FN is Normalizing term   

x is the space variable 

t is the time variable 

ѱ is the transform 

3.4 Feature Extraction 
Since artificial neural networks can accept and process 

numerical data, hence it becomes mandatory to compute 

mathematical features of parameters which yield differences 

the different data categories. [Popescu (2014)] The computed 

features in this case are contrast, Correlation, Energy, 

Homogeneity, Mean, Standard Deviation, Entropy, RMS 

value, variance, smoothness, kurtosis and skewness. The 

features are necessary to train a neural network as a neural 

network doesn’t recognize image or non-numerical data sets. 

[Kolge(2012)] 

3.5 The Principal Component Analysis 

(PCA) 
The principal component analysis (PCA) is especially useful 

as it tries to remove the redundancies of a given dataset. It 

maps a redundant correlated data set (X) to an uncorrelated 
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data set (Y) with significant dimensional reduction. It is often 

useful for effective training and reducing the time complexity 

of the system. 

3.6 Features Extraction 
Since artificial neural networks can accept and process 

numerical data, hence it becomes mandatory to compute 

mathematical features of parameters which yield differences 

the different data categories. [Popescu (2014)] The computed 

features in this case are contrast, Correlation, Energy. 

4. PROPOSED METHODOLOGY 
The proposed methodology can be explained using the 

following steps: 

 (1) Extract data set. The data set used in the proposed 

approach is the mathworks.com/brain tumor data set. 

(2) Divide the data set in the ratio of 70:30 as training and 

testing sets. 

(3) Apply RGB to gray scale conversion as per equation. 3 

(4) Apply threshold based segmentation as per  

                        

else 

                                                          (8) 

Here, 

X is the image sample 

R1 is region 1 

R2 is region 2 

70 pd is the pixel difference 

(5) Apply DWT to the segmented image to remove the noise 

effects in the wavelet domain. Here, the image is transformed 

to the time frequency domain using the wavelet transform.  

Mathematically: 

                                                                       (9) 

Here,   

T is the transform 

x(t) is the data in one domain 

X(z) is the signal in the transform domain 

T is the transform operator 

(6) Apply principal component analysis to remove correlation 

redundancy and convert the data to an uncorrelated data set 

with reduced dimensionality. Mathematically, 

                                                                        (10) 

Here, 

Y(z) is the uncorrelated data set. 

(7) Apply the data to the Neural Network for training. 

(8) Repeat steps 1-7 for testing  

(9) Compute accuracy of classification. 

5. RESULTS 
The results have been simulated on MATLAB 2017a. The 

sequential execution of the steps in the proposed algorithm 

yields the following results. The images are segmented and 

classified in 3 categories which are: 

(1) Normal 

(2) Benign 

(3) Malignant 

A sequential description of the obtained results has been 

shown in the figures below. 

 

  

                     1(a)                                       1(b) 

Fig.1(a) Original Image and Fig.1 (b) Segmented Version 

of Normal Image 

 

The normal case image will exhibit not separate region or 

lesion for the tumor part while the benign and malignant will 

exhibit the tumor part. The tumor part which is the actual 

affected area of the image is separated out using the 

thresholding technique. The 12 feature values are then shown 

below. 

 

Table 1. Feature Values for Normal Image 

 MRI type Normal 

1 Contrast 0.423863636 

2 Correlation 0.080305851 

3 Energy 0.702853822 

4 Homogeneity 0.912159091 

5 Mean 0.003935541 

6 Standard Deviation 0.106556652 

7 Entropy 2.743369367 

8 RMS 0.106600358 

9 Variance 0.011361868 

10 Smoothness 0.879123104 

11 Kurtosis 6.961505164 

12 Skewness 0.711892665 

 

The feature extraction of the normal images helps to separate 

the normal images from the images with tumors. However, 

the images with tumors can be sub-divided into two 

categories: 

1) Benign (non cancerous tumors) 

2) Malignant (cancerous tumors) 

The following section illustrates the segmentation and feature 

extraction of benign and malignant tumor images. It should 

also be noted that the benign and malignant images have an 

identical visual representation and classifying them based on 
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observation is nearly impossible. Hence feature extraction and 

classification using the PNN is necessary.  

   

2(a)                                     2 (b) 

Fig.2(a) Original Image and Fig.1 (b) Segmented Version 

of Benign Image 

Table 2. Feature Values for Benign Image 

 MRI type Benign 

1 Contrast 0.376136364 

2 Correlation 0.114973113 

3 Energy 0.704254261 

4 Homogeneity 0.914289773 

5 Mean 0.002934793 

6 Standard Deviation 0.106588795 

7 Entropy 3.202367414 

8 RMS 0.106600358 

9 Variance 0.011340392 

10 Smoothness 0.844321551 

11 Kurtosis 6.766791088 

12 Skewness 0.574506554 

 

   

3 (a)                                         3 (b) 

Fig.3 Original Image and Fig.1 (b) Segmented Version of 

Malignant Image 

Table 3. Feature Values for Malignant Image 

 MRI type Malignant 

1 Contrast 0.378409091 

2 Correlation 0.156222476 

3 Energy 0.663764205 

4 Homogeneity 0.902547348 

5 Mean 0.007867343 

6 Standard Deviation 0.106338423 

7 Entropy 3.536728304 

8 RMS 0.106600358 

9 Variance 0.011233896 

10 Smoothness 0.935645171 

11 Kurtosis 7.950905337 

12 Skewness 0.726189966 

 

It can be observed that the feature values vary very less for the 

different cases and hence a probabilistic approach for 

computing the class of data is necessary which is performed 

by the probabilistic neural network.  The accuracy is 

computed according the following mathematical equation.      

   
     

           
                      (11) 

Here, 

TP stands for true positive 

TN stands for true negative 

FP stands for false positive 

FN stands for false negative 

The value of accuracy in this is calculated for 50 test images. 

    
     

         
                     

Fig.4 Designed Probabilistic Neural Network 

The neural network designed has 12 neurons in the input layer 

corresponding to the 12 input parameters or features for 

training. The classification is in three categories and hence the 

number of neurons in the output layer is 3. A comparison has 

also been made with contemporary work, Hasan A. et al. [3] 

which attains an accuracy of 88% classification accuracy. 
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6. CONCLUSION 
It can be concluded form the discussions, mathematical 

formulations and obtained results that the proposed system 

attains high level of classification accuracy. The rigorous 

image pre-processing techniques has resulted in accuracy 

enhancement in the feature extraction part. The PCA helped in 

de-correlating the data set so as to remove redundant data and 

render effective training for the neural network. The accuracy 

obtained using the data set is 98% which is relatively high 

compared to contemporary techniques.  
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