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ABSTRACT 

Lung parenchyma segmentation is a very important stage in 

every CAD system for lung cancer detection. In this paper, we 

propose a new method for CT lung Parenchyma segmentation 

using the deep SegNet neural network with VGG-16 model. 

Firstly, 120 CT lung images were collected for the training 

phase and their ground truth maps were obtained using 

manual segmentation. Secondly, the training images alongside 

their corresponding ground truth label images were used as 

input to the VGG-16 based SegNet model. Finally, 60 CT 

lung images were collected to validate the performance of the 

model. The experimental results showed that an accurate 

segmentation with an average dice similarity index equal to 

0.9586 is achieved. 
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1. INTRODUCTION 
Lung cancer is by far the most outspread disease (11.6% of 

the total cancer cases in the world) and the main cause of 

death [1].  It is attributed to the growth of a malignant tumor 

in lung tissues. Computerized tomography (CT) imaging is a 

procedure that utilizes a special X-ray equipment to produce 

three dimensional set of images from inside the body [2]. A 

computer aided diagnosis (CAD) system is an essential 

medical diagnosis tool that plays the role of the physician in 

deciding the malignancy likelihood of a pulmonary nodule. 

The importance of developing an effective CAD system lies 

in the fact that it can raise the patient’s opportunity of 

survival. The performance of any CAD system strongly relies 

on the segmentation accuracy of the parenchyma part and any 

mistake involved in this process can negatively affect the 

performance of the final classification stage. Segmentation of 

the lung parenchyma is not a straightforward task especially 

for a parenchyma with a high dense of abnormalities and in 

case of pulmonary nodules attached to the chest wall, which 

are missed out by a CAD systems [3, 4]. Moreover, the lung 

parenchyma needs to be extracted from the bronchus regions 

that are often confused with the lung tissue [5]. This led to the 

evolution of a great area of research in automated 

segmentation of the lung parenchyma. Most of the 

segmentation methods in the literature are non-trained 

methods like thresholding based methods [6, 7] that relied on 

the fact that the lung regions have lower intensity values 

compared with other body regions contained in the CT image. 

But the limitation of thresholding based methods that appears 

when the image doesn’t have significant grayscale difference 

or there is overlap between the grayscale pixel values between 

different objects in the image. Other non-trained methods like 

region based segmentation such as region growing [8], which 

is sensitive to background noise and the initial seed point and 

K-mean clustering [9] in which it’s to predict the number of 

clusters (K-value and also sensitive the initial seed values and 

edge detection methods such as watershed technique, which is 

sensitive to noise and smooth transition in the image were also 

introduced in [10]. Deep learning is a recent family of 

machine learning that has proven superiority in many 

classification and pixel wise segmentation applications. It’s 

superior to other traditional segmentation methods mentioned 

above as it can detect different objects, determine their shape 

and the direction of the object. Unlike conventional neural 

networks like MLP, Deep neural nets deal directly with 

images as input instead of the manually extracted features 

since they already have multiple processing layers arranged in 

three dimensions that extract the high level features within the 

input image. In [4] a trained deep learning segmentation 

method was introduced using U-net architecture and a Dice-

Coefficient index equal to 0.9502 was achieved.  

In this paper, we introduce a lung segmentation method using 

one of the most common deep learning architecture known as 

SegNet [11] using the layers of a typical deep learning 

convolutional neural network model  named as VGG-16 with 

an encoder depth equal to 5. The paper is organized in 6 main 

parts: in the second part, the dataset used in this work is 

presented. The third part covers the architecture of the SegNet 

model in details. In the fourth part the training options of the 

model and the resultant segmentation accuracy using the 

LIDC image dataset and our VGG-16 based SegNet model. In 

the fifth section, conclusion of the preset work and future plan 

are stated.  

2. DATA COLLECTION 
In order to evaluate the performance of the proposed method, 

180 CT lung images were collected from the LIDC database 

[12]. This database is available for public in the National 

Biomedical Imaging Archive (NBIA). Images in this database 

are of equal size of 512×512×8 bit and they are available in 

Digital Imaging and Communications in Medicine (DICOM) 

format. 

3. METHODS 
SegNet is a deep convolutional neural network for semantic 

pixel wise image segmentation. As show in Fig.1, It is made 

up of a number of layers representing the encoder network 

and a corresponding decoder network arranged one after 

another and succeeded by a final pixelwise classification layer 

[11].  Each encoder performs convolution, batch 

normalization and a ReLU non-linearity, then performs max 

pooling to the result, while storing the indices of the values 

extracted from each feature map. Decoders do the same job as 

encoders but in reverse order, the difference is that they don’t 

have a non-linearity, and they utilize the indices from the 

encoding stage to upsample their input [13]. A typical SegNet 

is made up of 13 convolutional layers from VGG-16 with 
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encoder decoder depth of 5 as shown in Fig.1. The network 

depth is a parameters that controls how many times the 

downsampling or upsampling process is applied to the input 

image. The encoder part of the network does the job of 

downsampling the image by a factor of 2D, where D refers to 

the depth of the encoder. The decoder part of the network is 

responsible for upsamiling the encoder output by the same 

factor as the encoder. Our lung dataset comprises 180 lung CT 

images divided into 120 images for training and 60 images for 

validation. The size of the images was reduced to 250 x 250 to 

speed up the training process. Prior to the training phase, all 

training images were subjected to manual segmentation in 

order to provide the ground truth labels in which each pixel is 

labeled as parenchyma or background.  Every pixel belonging 

to the parenchyma will take the value 255. On the other hand, 

pixels in the background will take the value 0. Both the CT 

lung images and their corresponding manually segmented 

ground truth labels will be used as input to train the VGG-16 

based SegNet model.   

 

Fig.1 Typical SegNet Architecture 

4. RESULTS AND DISCUSSION
We have implemented our method using MatlabR2018b. The 

model is trained on a graphic processor unit NVIDIA GeForce 

GTX 1060 with 6GB of memory and 1280 CUDA cores. The 

use of GPU instead of CPU speeds up the training process 

since GPUs always have much more cores than CPUs and this 

works faster with applications that involve a huge amount of 

matrix multiplications and convolutions .The mini batch size 

was set to 32, the maximum number of epochs was set to 100 

and finally the initial learn rate was set to a fixed value equal 

to 0.001.  Fig.2 shows the training progress of our network 

model. It can be noticed that the training went well with 

training accuracy up to 99.51%. The detailed progress at 

every multiples of 10 epoch with training accuracy and the 

mini batch loss values is demonstrated in Table.1. 

 

Fig.2 Training progress of the network model 

 

Table.1 Training results of the network model 

Epoch Time Elapsed 

(hh:mm:ss) 

Mini-batch 

Accuracy 

Mini-batch 

Loss 

1 00:00:05 43.60% 0.7573 

10 00:09:22 94.52% 0.2852 

20 00:18:02 96.99% 0.1842 

30 00:27:51 97.85% 0.1342 

40 00:36:14 98.63% 0.1025 

50 00:44:07 98.90% 0.0819 

60 00:53:06 99.08% 0.0695 

70 01:02:19 99.24% 0.0569 

80 01:12:03 99.31% 0.0519 

90 01:20:46 99.40% 0.0502 

100 01:29:38 99.51% 0.0491 

 

Fig.3 illustrates the segmentation results for different 4 lung 

CT images. Images in the first column are the raw CT lung 

images. The second column shows the segmentation results of 

the SegNet model where the parenchyma is presented by the 

red color. The third column demonstrates the binary mask of 

the parenchyma. Finally the segmented parenchymas are 

shown in the fourth column. It can be noticed from the figure 

that the network successfully identified the parenchyma part 

even in the presence of the tumor attached to the chest wall in 

the second row. 
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4.1 Segmentation Quality Metric 
To assess the quality of the segmented test images, 

segmentation performance measures are needed. One of the 

most common metrics used with semantic segmentation is the 

Sorenson-Dice similarity [14], which is computed as follows:  

                                               
      

       
                           

where A denotes the area of the lung parenchyma 

automatically segmented using our network model, while B 

denotes the manually segmented lung parenchyma of the same 

image. The experimental results showed that our SegNet 

model has successfully segmented the lung parenchyma part 

with an average dice-coefficient score equal to 0.9586. 
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Fig.3 (A1,A2,A3,A4) raw CT lung images, (B1,B2,B3,B4) segmentation using the SegNet model, (C1,C2,C3,C4) binary mask, 

(D1,D2,D3,D4) segmented parenchyma 

5. CONCLUSION  
In this paper we investigate a lung parenchyma segmentation 

task using a SegNet model with VGG-16 with encoder 

decoder depth of 5. An average dice score coefficient equal to 

0.9586 was obtained. The advantage of this method is that it 

can be applied in a wide range of medical image segmentation 

tasks. The objective in the next plan is to use this model with 

4-D lung images in order and perform segmentation of both 

parenchyma and tumors and investigate effect of different 

encoder depths on the segmentation accuracy. 
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