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ABSTRACT 
Twitter is a microblogging website where people can share 

their feelings quickly and spontaneously by sending a tweets 

limited by 280 characters. You can directly address a tweet to 

someone by adding the target sign “@” or participate to a 

topic by adding an hashtag “#” to your tweet. Here specific 

hashtag (#) based  tweets are downloaded using tweepy and  

they are cleansed for  removal of irrelevant data then Entity 

Recognition is performed using the NER Algorithm which 

specifies different entities belonging to that tweet eg person, 

place, organization, etc. and finally sentiment analysis is 

performed where we analyze the general sentiment that can 

either be positive, negative or neutral at the entity level. 

General Terms 

Named entity recognition, Sentimental analysis. 

Keywords 
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1. INTRODUCTION 
Because of the usage of Twitter, it is a perfect source of data 

to determine the current overall opinion about anything.It is a 

rapidly expanding service with over 200 million registered 

users out of which 326 million are active users and half of 

them log on twitter on a daily basis - generating nearly 500 

million tweets per day. Due to this large amount of usage 

achieving  a reflection of public sentiment by analysing the 

sentiments expressed in the tweets. is possible. Analysing the 

public sentiment is important for many applications such as 

firms trying to find out the response of their products in the 

market, predicting political elections and predicting 

socioeconomic phenomena like stock exchange.Although 

other sentiment analysis researches has been done but mostly 

all of them are word based classification. The aim of this 

study is to develop a functional classifier for accurate and 

automatic sentiment classification of an unknown tweet 

stream based on aspect of the tweets selected by the machine 

learning algorithm. 

 

 

 

2. LITERATURE 

2.1 Named entity recognition 
Named entity recognition (NER) is a process of extracting 

information related to identifying a set of specific named 

entities from a group of  unstructured texts and classify them 

into predefined categories such as names of persons, 

organizations, locations, monetary values, etc.Suppose we 

take a block of text such as Ravi applied for an internship 

program in Crisil Limited, Mumbai. 

Using the above text we can classify names of entities 

Ravi = Person 

Crisil Limited = Organization 

Mumbai = Location. 

2.2 Sentimental analysis 
Sentiment Analysis also called as opinion mining is a sub task 

of machine learning specific in research of text mining. 

Sentiment Analysis uses natural language processing, text 

analysis to identify people’s opinions, attitudes and sentiments 

towards an entity. Sentiment Analysis is generally done on 

reviews, surveys social media posts, etc. Using sentiment 

analysis a user can extract subject information and classify it 

as positive, negative or neutral.   

3. METHOD USED 

3.1 Tweepy 
Twitter can be a great source of text data and a primary source 

of data for this research. To extract required textual data from 

twitter we need tweepy. Tweepy is an open source Python 

library used to access Twitter API to extract data. The data 

extracted here for mining are tweets from twitter. Tweepy 

accesses twitter data via OAuth (Open Authorization). OAuth 

is an open standard  for authentication and authorization using 

tokens over the internet. OAuth is used in getting end users 

information without revealing their password. Twitter 

developer section will provide the authentication access key 

which can then be used to extract data. Tweepy will download 

home timeline tweets and print each of them on the console. 

When invoked an API method a tweepy model class will 

return which will contain data returned from twitter. 
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import tweepy 

auth = tweepy.OAuthHandler(consumer_key, 

consumer_secret) 

auth.set_access_token(access_token, access_token_secret) 

API = tweepy.API(auth) 

public_tweets = api.home_timeline() 

for tweet in public_tweets: 

print tweet.text    

3.2 Natural language toolkit (NLTK) 
The natural language Toolkit  is a set of NLP libraries and 

programs which contains packages which help machines to 

understand human language and when understood reply with 

an appropriate response.  It was developed by Steven Bird and 

Edward Loper in the Department of Computer and 

Information Science at the University of Pennsylvania. NLTK 

acts as a platform which works with python programs that 

applies statistical natural language processing. Text 

processing libraries for tokenization, parsing, classification, 

stemming, tagging, semantic reasoning Punctuation, character 

count, word count are used in NLTK. It also includes 

graphical demonstrations of data.   

3.3 Valence aware dictionary for sentiment 

reading (VADER) 
The nature of social media content poses serious challenges to 

practical applications of sentiment analysis.VADER, a simple 

rule-based model for general sentiment analysis, and compare 

its effectiveness to eleven typical state-of-practice 

benchmarks Using a combination of qualitative and 

quantitative methods, we first construct and empirically 

validate a gold standard list of lexical features (along with 

their associated sentiment intensity measures) which are 

specifically attuned to sentiment in microblog-like contexts. 

We then combine these lexical features with consideration for 

five general rules for expressing and emphasizing sentiment 

intensity. Using  parsimonious rule-based model, VADER 

outperforms individual human raters. 

The VADER lexicon performs exceptionally well in the social 

media domain. The correlation coefficient shows that VADER 

(r = 0.881) performs as well as individual human raters (r = 

0.888) at matching ground truth . Upon further inspecting the 

classification accuracy, we see that VADER (F1 = 0.96) 

actually even outperforms individual human raters (F1 = 0.84) 

at correctly classifying the sentiment of tweets into positive, 

neutral, or negative classes. VADER retains (and even 

improves on) the benefits of traditional sentiment lexicons 

like LIWC: it is bigger, yet just as simply inspected, 

understood, quickly applied (without a need for extensive 

learning/training) and easily extended. Like LIWC (but unlike 

some other lexicons or machine learning models), the 

VADER sentiment lexicon is gold-standard quality and has 

been validated by humans. as compared to LIWC, VADER is 

more sensitive to sentiment expressions in social media 

contexts while also generalizing more favourably to other 

domains 

Once VADER is imported, the sentiment for a list of 

sentences can be found using the vaderSentiment() method: 

FromvaderSentiment import sentiment as vaderSentiment 

sentences = [ 

 "The plot was good, but the characters are uncompelling and 

the dialog is not great.", 

"A really bad, horrible book.",   

"At least it isn't a horrible book."] 

for sentence in sentences: 

 print sentence, 

 sentiment = vader Sentiment(sentence) 

 print "\n\t" + str(sentiment) 

The vaderSentiment() method returns the values to represent 

the amount of negative, positive, and neutral sentiment and 

also works out the compound sentiment value as a signed 

value to indicate overall sentiment polarity.5 The output for 

the code snippet above:  

The plot was good, but the characters are uncompelling and 

the dialog is not great. 

{'neg': 0.327, 'neu': 0.579, 'pos': 0.094, 'compound': -0.7042} 

A really bad, horrible book. 

{'neg': 0.791, 'neu': 0.209, 'pos': 0.0, 'compound': -0.8211} 

At least it isn't a horrible book. 

{'neg': 0.0, 'neu': 0.637, 'pos': 0.363, 'compound': 0.431} 

3.4 Orange 
Orange is a machine learning suite for data analysis using 

Python scripting and visual programming. We report on the 

scripting part, which features interactive data analysis and 

component-based assembly of data mining procedures.While 

selection and design of components, we focus on the 

flexibility of their reuse: our principal intention is to let the 

user write simple and clear scripts in Python. Orange is used 

by experienced users, programmers, and by students of data 

mining. 

Orange library is a hierarchically-organized toolbox of data 

mining components. Data filtering, probability assessment and 

feature scoring, are the low-level procedures at the bottom of 

the hierarchy,which are assembled into higher-level 

algorithms, such as classification tree learning. This enables 

developers to easily add new functionality at any level and 

fuse it with the existing code. The main branches of the 

component hierarchy are:  

data management and pre processing for data input and 

output, data filtering and sampling, imputation, feature 

manipulation (discretization, continuation, normalization, 

scaling and scoring), and feature selection, classification with 

implementations of various supervised machine learning 

algorithms (trees, forests, instance-based and Bayesian 

approaches, rule induction), borrowing from some well-

known external libraries such as LIBSVM (Chang and Lin, 

2011), regression including linear and lasso regression, partial 

least squares regression, regression trees and forests, and 

multivariate regression splines, ensembles implemented as 

wrappers for bagging, boosting,which includes k-means and 

hierarchical clustering approaches, evaluation with cross-

validation and other sampling-based procedures, functions for 

scoring the quality of prediction methods, and procedures for 

reliability estimation, projections with implementations of 

principal component analysis, multidimensional scaling and 

self-organizing maps. Orange’s core is a collection of nearly 

200 C++ classes that cover the basic data structures and 

majority of preprocessing and modelling algorithms.6 
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4. SYSTEM DESIGN 

 Figure 1: Flow chart of project 

● Download specific tweets from twitter using tweepy 

API for a particular hashtag eg. #mumbaibandh. 

● Extract Entity from all downloaded tweets through 

Named Entity Recognition (NER) using nltk. 

● After getting the entities, we have classified each 

entity into a particular group or title eg. person, 

organization. We have taken those entities which 

comes under persons. 

● Now Cleaning process is carried out on all the 

tweets under person group. In cleaning, repeated 

values are removed .  

● Sentiment Analysis is carried out on all tweets of 

above selected entites.Here aspect based sentiment 

analysis is done. 

● Based on the output provided by sentiment analysis, 

we have calculated the average score of the tweets 

under each entity.  

4.1 Identifying entities from tweets using 

NER NLTK 
This is the first step of our process. Here tweepy an open 

source library is used to download tweets from twitter. 

Using tweepy we make request to the Twitter API for the 

tweets of #Mumbaibandh.#MumbaiBandh was trending over 

twitter in India for reservation for marathas in government 

and educational institutions.Like this any trending topic over 

twitter associated with a hashtag can be chosen. 

Here OAuth authentication method is used for 

authentication.After successful authentication, tweets are 

retrieved from API home timeline. 

The following process has been shown in  figure 2. 
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Figure 2: Tweets of #mumbaiband 

Above figure shows downloaded tweets using tweepy 

4.2 Identifying entities from tweets using 

NER NLTK 

 

Figure 3: Entities of downloaded #mumbaibandh tweets                   

Downloaded tweets can contain any number of various 

entities. Here entities can be a person or a place or a thing. 

Since we have to perform sentiment analysis on specific 

entity, we first classify entities from tweets.  

Here we have identified various  entities used in all the tweets 

downloaded through NER .Now after extracting entities we 

have to  classify them.Here we classified entities into 

particular groups like person, organisation, GPE etc. 

Aspect based sentiment analysis is done on maratha, 

reservation and kranti morcha entities.  For sentiment 

analysis, vader is used. 

4.3 Retrieving only person entities from all 

the entities 

 

Figure 4: Person entities of downloaded #mumbaiband 

tweets. 

Sentiment analysis is meant to be performed on an entity 

which will give us meaningful results. Since we want to 

perform sentiment analysis on entities with  meaningful 

results, we have extracted all entities that belong to the  

specific class called  person. 

This specific entity is chosen over others because a person  

can be well suited to find sentiment of an individual regarding 

a certain  topic. 

4.4 Performed aspect based sentiment 

analysis on entities in orange 
After extracting the required tweets, aspect based sentiment 

analysis is performed on tweets using orange. Orange is an 

data mining application for data analysis through python 

scripting and visual programming. 

In orange we have used sentiment analysis module and tweet 

profiler module. Tweet profiler module is used to classify the 

tweets into emotions like Joy, surprise, fear etc. Aspect based 

sentiment analysis is done on maratha, reservation and kranti 

morcha entities.  For sentiment analysis, vader is used.
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Figure 5: Aspect based sentiment analysis of person entities 

4.5 Calculating sentiment scores using 

vader sentiment analysis. 

Figure 6: Sentiment scores of all person entities tweets 

Using vader we can rated the tweets into 4 groups that is 

positive, negative, neutral and compound. Vader is a method 

of getting sentiments of the sentences. we have also calculated 

the scores of each group based on the keywords. This scores 

gives the amount of sentiments expressed in tweets. 

 

 

 

4.6 Calculating average of popular entities 

in jupyter notebook. 

 

Figure 7: Average scores  of popular entities 

After sentiment analysis is done, we have calculated the 

average  scores of each person   entities    i.e. Maratha( 0.889) 

Reservation (0.808), krantimorcha(0.811). The listed entities 

are the most discussed one in the #mumbaibandh with the 

overall sentiment which is positive. We can draw the 

inference that people are in favour for the reservation and the 

overall  sentiment for all the three major entities 

extractedfrom the hashtag (#mumbaibandh)is approving the 

idea for reservation. 

5. CONCLUSION 
Performing sentiment analysis on specific entities identified in 

the hashtag makes us aware of general public opinion of not 

only the term, but also we can do aspect level analysis and 

draw conclusions. This can be applied to any trending topic 

on twitter and help organization to get microscopic analysis to 

understand the overall public opinion.  
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