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ABSTRACT 

Speaker identification (SI) is the system to identify the person 

by the signal pattern of their voices. In recent years, many 

speaker identification models are proposed, but till now 

speaker identification technology do not reach their full 

potential. This paper presents a comprehensive comparative 

study of VQ and GMM to identify the speaker who speaks in 

Bengali accent. We consider the problem of text-independent 

speaker identification. We compare the performance/accuracy 

of VQ and GMM based Speaker Identification System (SIS). 

We use Mel Frequency Cepstral Coefficients (MFCC) and 

Liner Predictive Coding Coefficients (LPCC) for feature 

extraction. 
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1. INTRODUCTION 
The voice signal carries mainly two types of information. 

Firstly, the voice signal carries the information of the message 

or word being spoken. Secondly, the signal also carries the 

information about the speaker. The main goal of speaker 

recognition process is to automatically and accurately 

recognize the speaker using his/her voice signal.  Speaker 

recognition is divided into two parts- speaker identification 

and speaker verification. In speaker identification, the process 

determines the identity of the speaker that produced the 

speech from among a population of speakers. In the speaker 

verification, the process accepts or rejects the identity claim of 

the speaker. Based on the text to be spoken, speaker 

recognition system can also be grouped into text-dependent 

and text-independent speaker recognition system. In text-

dependent speaker recognition systems there need same text 

in both train and test phase, on the other hand in text-

independent speaker recognition system text in test phase and 

train phase may not be same. [1]  

 

Fig 1: Hierarchy of Speaker Recognition 

2. METHODOLOGY 
The method for speaker identification is divided into two 

phases. A training phase (enrolment phase) and a testing 

phase. In the training phase [Fig 2] we extract the most useful 

features from speech signal for SI, and train models to get 

optimal system parameters. The training phase runs in offline.  

In  identification  phase,  the  same  method  for  extracting  

features  as  in  the first  phase  is  used  for  the  incoming  

speech  signal,  and  then  the  speaker  models  getting from  

enrollment  phase  are  used  to  calculate  the  similarity  

between  the  new  speech signal  model  and  all  the  speaker  

models  in  the  database.  In closed-set case the new speaker  

will  be  assigned  to  the  speaker  ID  which  has  the  

maximum  similarity  in  the database. [10]    

 

Fig. 2. Training and Testing phases 
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3. PRE-PROCESSING 
We use low pass filter for removing noise from the voice data. 

A low-pass filter is a filter that passes low-frequency signal 

and attenuates (reduces the amplitude of) signals with 

frequencies higher than the cutoff frequency [2][11]. We 

detected the endpoint of the words from the voice data and 

removed Silences from the voice data. [2] 

4. FEATURE EXTRACTION  

4.1 MFCC  
The Mel-frequency cepstrum (MFC) is a representation of the 

short-term power spectrum of a sound, based on a linear 

cosine transform of a log power spectrum on a nonlinear Mel 

scale of frequency. Mel-frequency cepstral coefficients 

(MFCCs) are coefficients that collectively make up an MFC. 

They are derived from a type of cepstral representation of the 

audio clip (a nonlinear "spectrum-of-a-spectrum"). The 

difference between the cepstrum and the Mel-frequency 

cepstrum is that in the MFC, the frequency bands are equally 

spaced on the Mel scale, which approximates the human 

auditory system's response more closely than the linearly 

spaced frequency bands used in the normal cepstrum. This 

frequency warping can allow for better representation of 

sound, for example, in audio compression. MFCCs are 

commonly derived as follows: [3] [9]  

                  
  

   
                                             (1) 

 

Fig. 3. MFCC Process 

• Take the Fourier transform of (a windowed excerpt of) a 

signal. 

• Map the powers of the spectrum obtained above onto the 

Mel scale, using triangular overlapping windows 

• Take the logs of the powers at each of the Mel frequencies 

• Take the discrete cosine transform of the list of Mel 

logpowers, as if it were a signal 

• The MFCCs are the amplitudes of the resulting spectrum. 

[12] 

4.2 LPCC  
Linear predictive coding (LPC) is a tool used mostly in audio 

signal processing and speech processing for representing the 

spectral envelope of a digital signal of speech in compressed 

form, using the information of a linear predictive model. It is 

one of the most powerful speech analysis techniques, and one 

of the most useful methods for encoding good quality speech 

at a low bit rate and provides extremely accurate estimates of 

speech parameters. 

LPC analyses the speech signal by estimating the formants, 

removing their effects from the speech signal, and estimating 

the intensity and frequency of the remaining buzz. The 

process of removing the formants is called inverse filtering, 

and the remaining signal is called the residue. In LPC system, 

each sample of the signal is expressed as a linear combination 

of the previous samples. 

LPC is a useful tool for feature extraction as the vocal tract 

can be accurately modelled and analyzed. Studies have shown 

that the current speech sample is highly correlated to the 

previous sample and the immediately preceding samples. LPC 

coefficients are generated by the linear combination of the 

past speech samples using the autocorrelation or the auto 

covariance method and minimizing the sum of squared 

difference between predicted and actual speech sample y(n) is 

the predicted x(n) based on the summation of past samples. 

                           
                                                                      (2) 

    is the linear prediction coefficients M is the number of 

coefficients and n is the sample. The error between the actual 

sample and the prediction can then be expressed by 

                                                                 (3) 

              
 
                                    (4) 

        
 
                                          (5) 

The speech sample can then be accurately reconstructed by 

using the LP coefficients and the residual error       [3] 

5. FEATURE MATCHING AND 

SPEAKER MODELING   

5.1 VQ  
Vector quantization (VQ) based classification algorithms play 

an important role in speech independent speaker identification 

(SI) systems. VQ-based solution is less accurate than the 

Gaussian Mixture Model (GMM) but it is a simple model for 

computing. [4] 

Fig. 4 shows the VQ based speaker identification system. 

There are two phases in the VQ based speaker identification 

system- an offline training sub-system to produce VQ 

codebooks and an online testing sub-system to generate 

identification decision. Both sub-systems contain a pre-

processing or feature extraction module to convert an audio 

utterance into a set of feature vectors. [5] 

 

Fig. 4. VQ based speaker identification 

In the first phase, the speech signal is decomposed into short 

fixed-length speech frames, which form the feature vectors. 

The feature extraction process is described more detailed in 

the Section 4. The extracted feature vectors are processed 

further by vector quantization for locating the clusters in the 

feature space and for reducing the amount of data. The input 

of vector quantization is the set of feature vectors X and the 
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output is a codebook C that consists of the cluster centroids, 

denoted as code vectors. The codebook represents the speaker 

model by approximating the distribution of the feature vectors 

in the feature space. 

In the second phase, the dissimilarity (d) between the 

codebook (Ci) and the feature vectors (X) is calculated. 

                                                                         (6) 

                                                                         (7) 

Then we mapped each vector in X to the nearest code vector 

in Ci and compute the average of these distances: 

        
 

 
       

           
 
                                     (8)  

                   
    

                                                 (9)  

Here,    is the Euclidean metric. In the recognition part we 

perform a direct comparison between the set of feature vectors 

and the codebooks of the known speakers.  

5.2 GMM  
Gaussian Mixture Models (GMMs) are among the most 

statistically mature methods for clustering. A Gaussian 

Mixture Model (GMM) is a parametric probability density 

function represented as a weighted sum of Gaussian 

component densities. GMMs are commonly used as a 

parametric model of the probability distribution of continuous 

measurements or features in a biometric system, such as vocal 

tract related spectral features in a speaker recognition system. 

GMM parameters are estimated from training data. [3][6] 

A Gaussian Mixture density is a weighted sum of M 

component densities, as depicted in Fig. 2 and given by the 

equation 

                         
 
                                         (10)  

Where x is a D-dimensional random vector,          
     , are the component densities and             . 

are the mixture weights, each component density is a D-

variate Gaussian function of the from-  

               
 

  
 

       
 

  
     

 

 
         

        
 

                                                                                        (10)  

Here    is the mean vector and     is the covariance matrix. 

The mixture weights satisfy the constraint that   

      
                                                                         (11)  

The complete Gaussian mixture model is parameterized by the 

mean vectors, covariance matrices and mixture weights from 

all component densities. These parameters are collectively 

represented by the notation, 

                                                                    (12)  

There are several variants on the GMM shown in Equation 

(12). The covariance matrices, Σi, can be full rank or 

constrained to be diagonal. Additionally, parameters can be 

shared, or tied, among the Gaussian components, such as 

having a common covariance matrix for all components, The 

choice of model configuration (number of components, full or 

diagonal covariance matrices, and parameter tying) is often 

determined by the amount of data available for estimating the 

GMM parameters and how the GMM is used in a particular 

biometric application. [6]  

6. EXPERIMENTS AND RESULTS 
We used audio corpus from http://www.voxforge.org/ [13] 

and Bengali Real Number Audio Dataset [14] for testing this 

system.  There was 10 speaker each has more than 100 

samples audio data (16 KHz, .wav format). For testing and 

simulation, we use MATLAB.  

Table 1: System Configuration 

Processor Intel core i5 

RAM  8GB  

Clock Rate 3.07GHz 

 

Experimental Result of our system is shown in Table 2.   

Table 2: Experimental Result 

Method Accuracy 

(voxforge 

dataset) [13] 

Accuracy 

(Bengali 

Real 

Number 

Audio 

Dataset) [14] 

Average 

time for 

identifying a 

speaker (in 

seconds) 

GMM 

+LPCC 

87.6 % 89.6 % 0.1505 

GMM 

+MFCC 

55.00% 58.0 % 0.1746 

VQ 

+MFCC 

97.6% 98.0 % 4.01359 

VQ 

+LPCC 

72.0% 73.56% 1.25678 

 

7. CONCLUSION  
Experiments show that the method (GMM+LPCC) gives 

tremendous improvement over the method (GMM+MFCC), 

and it can detect the correct speaker from much  shorter  

speech  samples. Method like VQ+MFCC is highly accurate 

but slow and it can be applied in security purpose where the 

number of users is limited. The method GMM+LPCC and 

VQ+LPCC are very fast, have moderate accuracy and these 

techniques can be efficiently used in the development of 

speech recognition systems where the number of users is high.  
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