ABSTRACT
Stock price prediction is a popular topic in financial studies. Stock market is basically nonlinear in nature and predicting share price is very difficult because there are no specific set of rules to estimate the price of the share in share market. Many methods are used to predict the share price like statistical analysis, time series analysis but none of these methods are considered to be consistently acceptable prediction methods and applying traditional methods may not ensure the accuracy of prediction. Various machine learning algorithms have been used to study the highly unpredictable nature of stock market by capturing repetitive patterns. Various companies have their preferred analysis tool for stock market forecasting and the reason for preference is the accuracy with which they predict. This paper gives brief survey of well-known prediction techniques used for prediction of stock in the stock market.
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1. INTRODUCTION
Stock Market prediction is an interesting topic for researchers because there is no specific method that has been designed to accurately predict stock price movement despite of numerous scientific attempts that have been made. Stock Market prediction helps to determine the future value of a company stock and several other financial instruments traded in a stock exchange. Stock market plays a vital role in the economy of country [4]. Two main entities are involved in the stock market first is investors and second is industry and both the entities are interested to know whether some stock will rise or fall over certain period of time. For any company to raise funds for business expansion, stock market is a primary source. Higher the demand for company’s stock then higher will be the share price of company and share price of company will be low if demand of company’s stock is low [6].

There are two approaches to carry out prediction, fundamental approach and technical approach [12]. In fundamental analysis method uses numeric information like profit ratios and earnings for prediction while technical analysis utilize modeling techniques such as graphs to predict trends in price. Even with the lack of prediction methodologies there is little success in prediction of stock price, both methodologies are rely on historical data to predict the stock market price [8][9]. Textual data can also help Stock Market prediction. Data for prediction can be extracted from company’s news stories and quarterly reports. Stock market prediction using text mining is heavily depending on predefined set of keywords and some machine learning rules [17]. In this method weights are assigned to keywords with respect to the movement of a share price. Some text mining prediction tools retrieve financial news articles and blogs published in previous year and respective stock market prices for same period. Retrieved articles are then labeled as positive or negative depending on their impact on stock price movement. Classification tools like support vector machines is then trained with labeled train articles. This train model is then used to predict the future stock price of the company [11][16].

Fig 1 Prediction Process
There is a lot of considerable text mining work done on prediction of stock prices. Work basically contains text categorization models targeting the prediction of stock price movement. Fig. 1.1 shows the traditional prediction process using neural network. There are several classification methods are used in stock prediction such as k nearest neighbor, naive Bayes and support vector machines. Support vector machine is most widely used method for classification but most of the classification methods have accuracy rate below 60 % because of nature of stock price movements and the fact that it is immensely chaotic.

Section I contains the introduction of stock price movement prediction and its practices, Section II contains a survey on the related work and existing frameworks, Section III contains detail description of proposed system and architecture, Section IV concludes research work with future directions).
2. LITERATURE SURVEY

[1] This paper states that a corporate e-mail ecosystem contains meaningful information about employees’ communication network and patterns. Author has only focused on the communication frequency that is e-mail exchanged between employees. Author used Enron dataset in which he identified patterns of e-mail exchange. Author believes that such patterns can reveal important information about organizations stability that may subsequently influence the company’s performance in the stock market.

Author used this methodology to indirectly predict company’s stock performance. Finally author stated that there is a correlation between email communication network and stock price in Enron dataset and can be accurately predicted based on the detected relationships.

Advantages:
1. Simple system architecture
2. Prediction rule can not only provide condition part and conclusion part, but also present the weighted part for the rules.
3. E-mail communication data and stock price data is treated as multidimensional sequential or time series data. This proposed algorithm can be used to handle similar kinds of time-sequential data.

Limitations:
1. Only used communication frequency between different people in the e-mail communication network.
2. Possibility of false positive rate if email context is negative.

[2] In this paper author proposed an intelligent time series prediction system. To construct a stock price forecasting expert system author used meta heuristic firefly algorithm and least squares support vector regression (MetaFA-LSSVR). System uses sliding-window meta heuristic optimization and is a graphical user interface that runs as a stand-alone application. As compared to other prediction methodologies proposed methodology is very simple and involves very few computations. To generalize the application of proposed system author used stock price market in Taiwan and can be extended to analyze multivariate time series data and estimate other stock markets such as China, Korea, and Vietnam etc.

Advantages:
1. Involve fewer computations
2. Work best for highly non-linear time series, whose patterns are difficult to capture by traditional models.

Limitations:
1. Computational speed is very low with respect to sliding-window validation, because of the complexity of solving large mathematical loops.

[3] To build prediction module author proposed LSTM (Term Memory Long-Short) recurrent neural networks. To analyze the stock data author has first filtered the data extracted feature value. The main work of LSTM recurrent neural networks is to extract feature value and analyze the stock data. Author stated that the proposed model can play a better forecasting effect, even though the accuracy is not very high as per the experimental results. Results are calculated on dataset of JoinQuant platform. System achieved 72% of accuracy for the short period of data. Author believes that the model has a lot of space to improve its accuracy and if the more features to train the model are provided then system can achieve desirable accuracy.

Advantages:
1. Model has better forecasting effect
2. Computation process is faster

Limitations:
1. Prediction accuracy is not very high

[4] In this paper before developing the model author first studied various methods to find the most accurate model for prediction of prices of the stock. To get better results author increased nodes of neural network as stated by author of paper “Stock Price Prediction and Trend Prediction Using Neural Networks". Author found that Feed Forward Neural network provides the highest accuracy for the stock prediction. Finally author calculated error of results in which least amount of mean absolute percentage error is 1.81598342% for feed forward neural network and the maximum error is 11.32847594% which is obtained using linear model with polynomial trend.

The result obtained was the opening price of the stock and that too was average for a full month. So an improvement in this system can be achieved by forecasting the opening price of each day.

Advantages:
1. System implements Feed Forward Network which provides highest accuracy for stock prediction
2. System also perform well on raw data without filtering

Limitations:
1. Gives only long term predictions

[5] In this paper author aims to prove that artificial neural network is an effective tool to predict market stock. Paper provides comparative study between Long Short-Term Memory (LSTM) model and Multilayer Perceptron (MLP) model. Proposed heuristic method of analysis and study followed in this paper are optimal for stocks which are highly frequently traded and can outperform (EMH) Efficient Market Hypothesis theory. 10 unique stocks recorded on New York Stock Exchange are used to calculate results. Calculated results prove that MLP has outperformed LSTM model, in predicting short term stock prices.

Advantages:
1. Accuracy is high on short term intervals

Limitations:
1. System requires trading at extremely short time intervals nullifying time required for decision making so prediction accuracy for long time intervals is low

[6] In this paper author proposed a stock recommendation system using 148 and random forest algorithm. Author firstly optimized the stock price prediction only for short term, author found that using specific pre-processing tools and machine learning framework it is possible to improve accuracy of short term stock prediction but these technical
indicators are not that helpful to predict long term stock trend but some other factors like historical data that is net profit of a company of previous years, PE ratio and promoters holding can help to predict long term stock price.

Advantages:
1. Model gives prediction with considerable accuracy for short term as well as long intervals

Limitations:
1. Raw data needs to be sampled before processing for prediction.

[7] In this paper author studied the usage of Long Short Term Memory (LSTM) network to predict future trends of stock prices. System uses technical analysis indicators along with previous stock price data. Author used real data from Brazilian stock exchange. Author then evaluated series of experiments and the results were analyzed against various machine learning algorithms and stock market prediction tools. Results depicted that system is predicting the price of the stock with an accuracy of 55.9%.

Advantages:
1. Work best for non-linear time series data with an accuracy of 55.9%

Limitations:
1. System carried out complex mathematical loops so the computational speed is low.

[8] In this work, author studied various stock market prediction algorithms before building a prediction model. Proposed prediction model gives monthly prediction as well as daily prediction to forecast the next day stock market price. Author used Sentiment analysis approach to identify and extract sentiments from individual user in social media platform. Correlation between sentiment and stock price is determined. For classification of sentiments and related stock value is done by using three algorithms separately Support Vector Machine, Artificial Neural Network and Multiple Linear Regression and comparative analysis is done on the result generated by all three algorithms.

Advantages:
1. Author used ANN. Artificial Neural Network is the classification algorithm for deep learning. The result shows that the deep learning algorithm performs better than the MLR and SVM

Limitations:
1. Computational complexity is an issue.

[10] This paper proposes an application of ARIMA model. Author stated that ARIMA model help to predict the future stock indices which have a great influence on the performance of the Indian economy. Author mainly focused on Indian stock market because author believes that Indian Stock market is the center of interest for many researchers and economists as well as investors. To develop the model author applied the validation technique with the observed data of Sensex of 2013.

Advantages:
1. Bet fitted for liner forecasting

Limitations:
1. In case of change in the Government policies like monetary or expert input policies will result in higher fluctuation in Sensex. In that case, prediction of Sensex using proposed model will not give desirable result.

[11] In this paper author considered both technical and fundamental analysis approaches. Machine learning algorithm is applied on historical stock prices in technical analysis and in fundamental analysis sentiment analysis is applied on social media data Author believes that social media data has perform a key role while predicting the trend of the stock market. In fundamental analysis method involves collecting social media data, financial news blogs and extracting sentiments expressed by users. Then the correlation map is calculated between sentiments and stock values

Advantages:
1. System has big data analytical capabilities.

Limitations:
1. Sentiment analysis uses summative assessment of the sentiments in a news blog or tweet, this could be improved for better sentiment calculations.

3. PROPOSED METHODOLOGY

Using the social communication network within company among employees, the proposed algorithm can analyze the relationship between communication context and the movements (high and low) of stock price. We assume that the values of movements of stock price are related to the values of frequency of communication in the previous time point.

![System design for proposed system](image-url)
The purposed method for developing the system consists of mainly three main steps. Firstly, data is collected and sorted for relevancy. Secondly, analysis is carried out on the collected data by examining the email flow, email content after which the data is represented and scored accordingly. At last, an ANN is designed and a suitable algorithm yielding best accuracy is chosen to predict the stock value.

### 3.1 Modules Description

#### 3.1.1 Data Collection

In this module data is collected as per the time point from dataset. Here we are using Enron dataset. When Enron collapsed in 2001, about 500,000 internal emails were made public. We are using cleaned Enron data and that is in MSOL format.

#### 3.1.2 Data Pre-Processing

![Data Pre-Processing Diagram](Image)

**Fig. 3 Data Pre-Processing**

#### 3.1.2.1 Tokenization:

Email body is split into individual words based on the space and irrelevant symbols are removed. We form a list of individual words for each email body.

In fig. 3.2 we are using tokenization, we are using Split function with some parameters. Parameters that we are providing are “/s”, “/t”, “/n”

<table>
<thead>
<tr>
<th>Regular Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>\s</td>
<td>stands for “whitespace character”</td>
</tr>
<tr>
<td>\n</td>
<td>Refers to “new line” (aka one tab</td>
</tr>
<tr>
<td>\t</td>
<td>vertical space)</td>
</tr>
</tbody>
</table>

**Table 1 Regular expression**

#### 3.1.3 Analyzer

#### 3.1.3.1 Sentiment Analysis:

Emails are classified as positive, negative and neutral based on the sentiment present. 70% email body out of the total emails are examining manually and annotated as 1 for Positive, 0 for Neutral and 2 for Negative emotions. For classification of nonhuman annotated emails a machine learning model is trained whose features are extracted from the human annotated emails. The extracted features are fed to the classifier and trained using LibSVM algorithm.

#### 3.1.4 communication frequency calculation

This module calculates the communication frequency that is mail exchange count between two nodes within given time interval.

The proposed algorithm includes the following steps:

1. Discretizing the weight matrices and the value of movement;
2. Discovering patterns for describing the relationship between communication frequency and stock price;
3. Constructing predication rules based on patterns;
4. Predicting the movement of stock price using prediction rules

#### 3.1.5 Correlation calculations

This is a final stage of proposed system. All features extracted from analyzer module (sentiment result value, communication frequency value) is then provided to LibSVM. When the model with LibSVM is trained with 90 percent of data, it is expected to give a result of 80%. These results give a significant edge to the investors and they show good correlation between stock market movements and the communication between company networks.

### 4. CONCLUSION

Stock exchange prediction helps the organization and also the stake holder to keep track of the trend of the market. It also helps to decide whether to sell, buy or withhold the stock so as to maximize the profit. In this paper, I have made a comparative study of various techniques that are used to predict the stock market giving a brief description of each. Discussions of those techniques are reviewed and the benefits and drawbacks of feature various techniques explained are summarized.
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