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ABSTRACT

Wireless Sensor Network (WSN) considered as one of the most interesting and probably the most researched areas in the field of distributed applications in the last decade. The distinctive architecture of WSNs contributed to install it in an extensive range of the most industrial applications such as surveillance, monitoring, predicted, and automated control systems which can facilitate in bridging the divide between user requirements and technologies. On the other hand, WSNs face several challenges such as dynamic topology, power consumption, fault tolerance, scalability, and security. The main objective of this paper is to introduce the basic concepts and characteristics of the WSNs, applications, challenges, and recent research directions. Moreover, in this paper a comparative analysis and discussion of the most recent interworking approaches like gateway-based, overlay-based, and outlining a set of challenges will be introduced. Also, the future direction of the different approaches for connecting WSN to the Internet will be discussed.
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1. INTRODUCTION

A wireless sensor network (WSN) consists of spatially distributed autonomous sensors to monitor physical or environmental conditions, such as temperature, sound, vibration, pressure, motion, pollutants, etc. and to cooperatively pass their data through the network to the main location [1]. WSNs are regarded as a revolutionary information gathering method to build the information and communication system which will greatly improve the reliability and efficiency of infrastructure systems [2].

As WSNs gaining popularity in its application dimensions, it becomes a necessity to connect this wireless network to the infrastructure based Internet [3]. This integration can be fruitful to retrieve gathered environmental data remotely and wirelessly. Wireless sensor networks, in particular, are a constraint with respect to network capacity [4]. The Internet Protocol (IP) has been designed for networks without these constraints in mind. Several important questions still remain: How should sensor networks be integrated into the Internet? How would addressing be? And what special challenges do they present to designers and implementers? The main objective of this paper is to present some views on these questions and to investigate how to adapt IP networking to the constraints of wireless sensor networks, and how to integrate IP-enabled sensor networks into the Internet. An entity registers its interest with WSNs and sensor nodes in WSNs monitor some information from the physical world and deliver interesting information to the entity [5]. Accordingly, WSNs should interwork with the Internet to build end-to-end application systems for customers. However, little attention has been paid for interworking between WSNs and the Internet. Even though there are a few researches, these schemes cannot be directly applied to WSNs due to different characteristics. Consequently, it is necessary to investigate efficient WSNs-Internet interworking architecture and protocol.

The rest of this paper is arranged as the following: Section 2 introduces the basic concept of Wireless Sensor Network WSN and the differences between WSN and traditional IP-based networks. Section 3 discusses the different applications of WSN. Section 4 presents in brief the challenges of WSN and most important researches in this area. Section 5 shows WSN communication approaches and design considerations. Section 6 introduces existing interworking approaches and their future directions, and Finlay section 7 presents the conclusion, summarize the paper and point at the future work.

2. SENSOR NETWORKS BASIC AND CONCEPTS

The task of joining WSN to the existing Internet brings it several challenges. Any network that wishes to be connected to the Internet needs to address the question of how it will interface with the Internet Protocol (IP) [3]. The characteristics of WSN make them different from traditional IP-based networks as depicted in Table 1. Such characteristics form a set of challenges on the interconnection approaches as limited capabilities of WSN nodes where sensor nodes have limited abilities in dealing out, computing, memory, processing and most importantly in power supply. As focusing on TCP/IP, reducing the energy or power consumption is important in WSN protocols.

Table 1: Differences between traditional IP-network and WSN

<table>
<thead>
<tr>
<th>Terms</th>
<th>Traditional IP-Based Networks</th>
<th>Traditional IP-Based Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Networking mode</td>
<td>Application independent</td>
<td>Application specific</td>
</tr>
<tr>
<td>Data flow</td>
<td>One-to-one</td>
<td>One-to-many, Many-to-one</td>
</tr>
<tr>
<td>Network lifetime</td>
<td>Long for decades</td>
<td>Short for days or months</td>
</tr>
<tr>
<td>Resource</td>
<td>Bandwidth</td>
<td>Energy</td>
</tr>
</tbody>
</table>
Another challenge is the possibility of absence of Global Unique IDs where SNs do not usually have predefined global unique Identification ID or addresses as in traditional IP-networks. For example, the Directed Diffusion protocol [6] performs data-centric querying and routing without the use of globally unique IDs such as IP addresses, also different Routing Protocols in both networks where WSN basically uses specific routing protocols that are suitable for it, which differences from the Internet protocol. Hence, WSN routing protocols use addressing systems that are not IP-compliant.

In WSN data-Centric routing technique is used rather than Address-Centric where it is public to issue a query to many “unknown” nodes by using named data. In contrast, the popular of TCP/IP transactions assume prior knowledge of the location of data and hence the destination address, using IP addresses and at last data flow pattern where the most common data flow in TCP/IP networks is one-to-one data flow. In WSN, other data flow patterns are very common. For example, broadcasting query from sink to some or all sensor nodes (i.e. one-to-many). Yet, retrieving query results takes a different form. This is due to many sensor nodes have the queried information and so send the required results to the sink in the many-to-one flow pattern.

In WSN the data gathered by the different nodes is sent to a sink, (as shown in figure 1), which either uses the data locally or is connected to other networks, for example, the Internet through a gateway [7]. The performance of data collection in sensor networks can be characterized by the rate at which sensing data can be collected and transmitted to sink nodes [8]. Theoretical measures that define the limitations of collection processing in sensor networks are the delay - which is the time to transmit one single snapshot to sink from sensors - and capacity for many-to-one data collection - which is the maximum data rate at the sink to continuously receive snapshots from sensor nodes [9].

### Table: Addressing Systems

<table>
<thead>
<tr>
<th>Operation</th>
<th>memory</th>
<th>constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administered</td>
<td>Self-configuring</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Address centric</td>
<td>Data-centric</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Data Collection process in WSN with a single Sink

3. SENSOR NETWORKS APPLICATIONS

Sensor networks may consist of different types of sensors such as seismic, low sampling rate, magnetic, thermal, visual, infrared, acoustic and radar, which are able to monitor a wide variety of ambient conditions that include the following [10]: Temperature, Humidity, Vehicular movement, Lightning condition, Pressure, Soil makeup, Noise levels, The presence or absence of certain kinds of objects, Mechanical stress levels on particular objects, and The current characteristics such as speed, direction, and size of an object [11]. The concept of micro-sensing and wireless connection of these nodes promise many new application areas. Categorized into military, environmental, health, home and other commercial areas [12].

![Figure 2. WSN applications](image)

#### 3.1. Military applications:
Since sensor networks are based on the dense deployment of sensor nodes, this makes WSNs concept a better approach for battlefields. In military, sensor nodes can be used to detect, locate or track enemy movements [7]. Some of the military applications of sensor networks are monitoring the affiliate forces, equipment and reservoir, battlefield observation, enemy targeting, and nuclear, biological and chemical attack detection [12].

#### 3.2. Environmental applications:
WSNs provide the users with a better understanding of the environment in different ways such as tracking the movements of birds, small animals, and insects, monitoring environmental conditions that affect the atmospheric contexts, irrigation, monitoring soil and exploration, biological detection, forest fire detection, and flood detection [13,14]. WSNs can also be used to detect foreign chemicals in the air and the water. They can help to identify the type, concentration, and location of pollutions [15].

#### 3.3. Health applications:
A doctor can monitor the physiological data about a patient remotely to better understand the patient’s current condition [12]. The medical applications can be of two types: wearable and implanted. Wearable devices are used on the body surface of a human or just at close proximity of the user. The implantable medical devices are those that are inserted inside the human body [16].
Providing interfaces for the integrated patient monitoring, diagnostics, and telemonitoring of human physiological data. Each sensor node has a specific task. For example, one sensor node may be detecting the heart rate while another is detecting the blood pressure [17].

3.4. Home applications: As technology advances, smart sensor nodes can be buried in appliances, such as vacuum cleaners, home lights, microwave ovens, refrigerators, printers, alarm systems that cooperate with other smart devices, and VCRs [18]. The sensor nodes inside the home devices can intercommunicate with each other and with an external network via the Internet allowing end users to manage their home devices locally and remotely more easily [19]. The demand for home automation products has been increased rapidly, which promise a potential market trend in near future [20].

3.5. Other commercial applications: Some of the commercial applications are monitoring material fatigue, product quality, constructing smart office spaces, robot control and guidance in automatic manufactures, interactive toys, interactive museums, factory process control and automation, smart structures with sensor nodes embedded inside, machine diagnosis, transportation, factory instrumentation, local control of actuators, detecting and monitoring car thefts, vehicle tracking and detection [12]. And many other applications such as toxic fume in factories detection, smart sensor systems in the car.

4. SENSOR NETWORK CHALLENGES & RECENT RESEARCH DIRECTIONS

Wireless sensor network technologies have the potential to change people’s lifestyle with different applications in fields such as healthcare, entertainment, travel, retail, industry, dependent care, and emergency management, in addition to many other areas [21]. As you can understand, Wireless sensor networks are highly prone to faults and errors due to their restrictive capabilities and limited resources [22]. These environments have demanding security requirements that must be addressed in an attempt to focus on a spherical security strategy that will cover as many problems as possible such as security, routing, computing capability, and battery power. There are important factors, shown in figure 3, should be considered while designing a protocol or an algorithm for sensor networks such as dynamic topology, power consumption, fault tolerance, scalability, security, and WSN to the Internet connectivity. In addition, these influencing factors can be used to compare different schemes [4].

4.1. Dynamic topology: In most WSN applications it is assumed that the SNs are stationary. This means that SNs can determine the optimal paths among SNs [4]. However, in reality, it is not due to the fact that hundreds to several thousands of nodes are densely deployed all over the sensor field and the network topology changes time and again [23,24]. One of the most important obstacles facing the use of WSN is the topology management. The overhead increases because of the dynamic topology, which in essence leads to power consumption. One solution to maintain power consumption is to allow SN to sleep periodically when it’s not in use. The essential concept of topology management is the ability to preserve a fully connected network at all times during the lifetime of the WSN [25].

4.2. Power consumption: Transceiver is the significant energy consumer component in a sensor node because the communication process consumes more energy compared to data processing [26]. The most commonly used energy storage component in sensor node is the battery. A battery can be rechargeable or non-rechargeable. A sensor node is energy constrained due to the limited power of a battery and the difficult maintenance of it. Since WSNs are application specific networks, thus the functional lifetime of sensor network may be of months to years [27], this means that a battery will need a replacement every few days, which is unsuitable for most of the real time applications.

Energy saving and load balancing must be taken into account in the design and applications of WSNs and the implemented protocols [12]. One solution to the energy problems may be energy harvesting or energy scavenging, which means that SN is capable for extracting energy from ambient sources [4].

4.3 Fault tolerance: The fault tolerance of a sensor network is the ability to sustain its functional capability stable without any intermission due to any sensor node failures [28]. The failure of sensor nodes may be due to lack of power, physical damage, or environmental interference. Each individual sensor node can be easily captured by malicious attacks [29]. The failure of SNs should not affect the sensor network processes. This is the reliability or fault tolerance issue. The fault tolerance level is a variant and depends on the
application of the sensor networks hence; the WSNs schemes must be developed with this in mind. In order to guarantee the network quality of service it is essential for the sensor network to be able to detect and heal failures.

4.4. Scalability: The number of nodes in sensor networks, as well as the density of deployment, can be orders of magnitude higher than in ad hoc networks this of course involves thinking about scalability issues [30]. The density can range from few to hundreds sensor nodes in a region, which can be less than 10 m in diameter [31]. From the other points of view, the number may reach an extreme value of millions. The new schemes must be able to work with this number of nodes [11]. The large number of nodes heavily impacts simulation performance and scalability and the credible results demand an accurate characterization of the sensor radio channel [32]. New aspects must be included in simulators leading to different degrees of accuracy versus performance.

4.5. Security and privacy: Since the SN’s computational capacity, memory and available power are limited, reliable data transfer becomes challenging in the wireless environment. The sensors are deployed either in a controlled environment or in an uncontrolled environment where security for sensor networks becomes extremely important [33]. As the transfer of data is on wireless channel the privacy and security is an important concern of these networks. For the right data transfer, there should be a special care for malicious attacks and noisy wireless channel. WSN are sensitive to various attacks such as Denial of Service (DoS), Wormhole attack, Hello flood Attack, Sinkhole Attacks, Sybil Attack etc. [34, 35]. These attacks can be attended by various strategies depending on service types, data type and computational capacity of the nodes.

4.6. Connectivity: There are a number of reasons why IP cannot be used directly at the sensor level, reserving the routing for dedicated protocols [36]. To solve this problem efficiently is not an easy task, as in WSN SNs are realized with many limited resources. Many features should be satisfied for efficient WSN-Internet interworking having a great impact on connections such as header overhead, addressing scheme, limited bandwidth, limited energy, error rates. Also, some potential solutions will be described in the next section.

- Header Overhead: IPv4 currently still manages to satisfy the great majority of computer communication needed across the Internet, mainly due to several methods like network address translation (NAT). The IP addresses are running out. One solution is to use the IPv6. However, The IPv6 protocol will result in complication in the expected overhead of IP for WSN. For example, the IPv6 header consumes 40 bytes without any additional extension headers. In contrast, the media access control layer (MAC) has a maximum frame size of 102 octets [37], leaving just 62 bytes for every single IPv6 packet. Thereby, no link layer encryption or IPv6 extension headers are taken into account.

In addition, IP adds important amount of data on the header block of the packet, leading to undesirable overhead. For example, for small messages a four-byte data message would have a header overhead of approximately 90% [4]. A lot of energy is spent on communication and data transmission this will be a very obstructive factor for the use of IP on the smart SN. The header size increases and power spent increases as well. One way to overcome this problem is using header compression techniques, applying mechanisms to the addresses (by using link-local addresses for instance) [38] or even applying the compression mechanisms defined by the 6LoWPAN specification.

- Addressing Scheme: IP addressing method depends on the understanding of the sender and the receiver addresses, and it must be unique within the same network. In ordinate IP networks, address assignment is done either using manual configuration done by administrator or a dynamic mechanism such as Dynamic host configuration protocol (DHCP). In a large -scale sensor network, manual configuration is not possible and dynamic methods are usually expensive in terms of communication. In case of sensor networks, mobility management is required especially for sensor networks in the deployment of IPv6, providing a huge address space suitable to address large sensor networks globally with a built-in auto configuration and supporting network mobility (NEMO) [38]. One way to overcome this problem is proposing a spatial IP address assignment scheme that provides semi-unique IP addresses to sensor nodes [39].

- Limited Bandwidth: Many new WSN applications are constantly rising and much more applications will appear moving forward to the future. Numerous Internet hosts try to get information from WSNs so the interworking architecture should be suitable for a large number of sensor nodes and Internet hosts [5]. Therefore, the Interworking architecture should be designed in an expandable manner. However, Small sensors have limited wireless bandwidth hence, the data transmission will take longer time. With limited bandwidth one does not want to waste bits on overhead, even if it is for header, error control, or others to overcome the header overhead problem. Hence, header compression techniques can be used.

- Limited energy: Energy is considered as a scarce resource for a sensor node, especially when a node is deployed with a battery in a remote region. Once the SN consumes all the amount of the available energy, it is almost impossible to provide substitute energy [40]. Therefore, a balanced energy management between the supply and the load is required in order to avoid energy deficiency in a network to increase the lifetime sensor node. Wireless network communications on the nodes consume the enormous amount of energy, involving both transmitting and receiving of data. In certain circumstances the energy cost of 1 bit transmission corresponds to 1000 processor instructions or more [3].

In many states it is not viable to provide battery charging or battery replacement. Thus, when a sensor node loses its power it dies. Moreover, the header overhead, limited bandwidth and addressing techniques may result in power consumption.
Dividing the sensor network into small clusters would be an efficient solution to solve the problem of energy consumption. Another solution would be the use of energy harvesting nodes, which collect energy from environment leaving the SN as alive as possible.

- **Error Rates:** The TCP/IP protocol suite is developed for networks with very low error rates and unfortunately it does not work well in WSN, which is an error prone environment. Hence, a mechanism that lets SNs help each other in collecting data segments is a must. The design of the framework must satisfy the reliability feature.

  - One solution is distributed TCP caching when the segments are lost because of any type of errors; neighboring SNs are able to re-transmit the lost segments.

It is important to understand the constrained capabilities of sensor nodes if you wish to develop a proper security solution against known malicious attacks. Table 2 concludes the most important research directions of WSN challenges.

### Table 2: Recent Research Directions In WSN

<table>
<thead>
<tr>
<th>Limitations</th>
<th>Approaches</th>
<th>Objectives</th>
<th>Future directions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network topology</td>
<td>Particle swarm optimization based clustering algorithm with mobile sink [41].</td>
<td>Improving network performance by combining The virtual clustering technique with the PSO algorithm.</td>
<td>Improving the algorithm to be more efficient.</td>
</tr>
<tr>
<td></td>
<td>Novel constrained iterative average path length reduction algorithm [42].</td>
<td>Using two different frequency bands. The first band is used for creating conventional links and the second band for link addition in an iterative manner for maintaining the small world characteristics of the network.</td>
<td>Development of localization methods that are designed to utilize the power of small world WSN in the context of data aggregation and node fault detection.</td>
</tr>
<tr>
<td></td>
<td>Toward Source Tree novel algorithm [43].</td>
<td>Generating approximate Steiner Trees in wireless sensor networks.</td>
<td>Developing an algorithm, which optimizes other metrics jointly such as the throughput, load balancing, and congestion control.</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>K-coverage model of mobile WSNs [44].</td>
<td>Searching for the optimal sensor covers which extend the network lifetime.</td>
<td>To measure its performance in additional environments such as the environment with sensors heterogeneity.</td>
</tr>
<tr>
<td></td>
<td>Community-Based Routing with Ant Colony Optimization protocol (CB-RACO) [45].</td>
<td>Reducing the cost of the agent’s tour, mostly in terms of distance and the energy consumed, provided by the intra-community routing strategy.</td>
<td>Improving CB-RACO in order to support data gathering with multiple mobile Sinks as well as to estimate the overall network lifetime and load balancing in such scenarios.</td>
</tr>
<tr>
<td>Fault Tolerance</td>
<td>Heterogeneous fault diagnosis protocol [46].</td>
<td>Detecting and correcting such environmental heterogeneous faults.</td>
<td>Implementing and validating the algorithm on real sensor network hardware.</td>
</tr>
<tr>
<td></td>
<td>Adaptive Virtual Relaying Set (AVRS) [47].</td>
<td>A set of relay nodes with more reliable connections to the sender node is selected to form its Virtual Relaying Set (VRS) to help transmit packets.</td>
<td>Developing and describing a more efficient version of this approach.</td>
</tr>
<tr>
<td>Scalability</td>
<td>Blind-zone centroid-based scheme (BCBS) [48].</td>
<td>Healing the coverage holes efficiently by maximizing the coverage with the evernest distribution.</td>
<td>Developing this scheme to be more efficient.</td>
</tr>
<tr>
<td></td>
<td>Disturbed centroid-based scheme (DCBS) [48].</td>
<td>Healing the coverage holes efficiently with higher coverage in a shorter time and moderate in the deployment time, moving distance and uniformity.</td>
<td>Developing this scheme to be more efficient.</td>
</tr>
</tbody>
</table>
5. CONNECTING WIRELESS SENSOR NETWORKS TO THE INTERNET.

Most of the WSN applications aim at watching the external/internal phenomenon. Few examples of these are Building environment monitoring, wild-Life Habitat Monitoring, Forest fire-detection etc. For such kind of applications, the sensor networks cannot function in complete isolation. There must be a way to gain access to the data produced by the sensor network, which can be done by connecting the sensor network to existing network infrastructure such as the Internet [53]. Main design challenges concerning the interconnection between the Internet and WSNs must provide: a) access to each SN through the TCP/IP based network; b) efficient communications from the aspect of SN's energy consumption; and c) transparency in operation between TCP/IP based protocols and WSN protocols [4].
There are several integration approaches to connect WSN to the Internet. Each approach tries to consider these challenges and overcome them to achieve the best compromise among the WSN constraints and the standardization of TCP/IP protocols [56]. So far, several studies have been conducted for WSN-Internet interworking [57,58,59,60]. These works can be divided into two categories: gateway-based and overlay-based approaches shown in figure 5.

**Figure 4: Connecting sensor field to the Internet through a Gateway**

**Figure 5: WSN to the Internet interworking Architecture**

### 5.1. Gateway-based Approach
A gateway is an essential element to connect a WSN with the Internet, which performs several tasks such as protocol conversion and message relay [56]. A simple gateway-based approach is to use an application layer gateway as shown in figure 3a. The application layer gateway receives query messages from the Internet and translates it into a new one that can be interpreted on the WSN all interworking processes are performed only at the application layer gateway hence the application layer gateway is designed only for a specific application. Therefore, it does not incur high initial deployment costs. WSNs and the Internet are fully separated so that optimized protocols for each network can be individually applied. However, the gateway can be a single point of failure. One solution is to deploy multiple gateways. Other issues such as synchronization between gateways and load distribution can be raised in this case [56]. In addition, since the application layer gateway is designed for a specific application, it is not extensible.

Another gateway-based approach is to use a delay tolerant network (DTN) gateway [61]. The DTN architecture implements one new layer, both in TCP/IP and WSN networks as shown in figure 3b, referred as Bundle Layer which takes care of delivering messages from other regions to hosts within the local region by storing and forwarding packets between two networks. The DTN design contains numerous principles to provide service to support interoperability of heterogeneous regions as mentioned in [61]. The DTN is a new network designed to address several challenging issues, e.g., long and variable delay, asymmetric data rates, and high error rates [60]. In the DTN architecture, when the DTN gateway receives a packet from the Internet, the DTN gateway transforms the lower layer messages of the bundle layer into those of WSNs and then delivers it to WSNs. In case the link of WSNs is broken due to the high error rate, the packet is not forwarded and stored for future forwarding. Different from the application layer gateway approach, the DTN gateway can be used for various types of applications and thus the DTN gateway-based approach provides higher extensibility [65].

**Figure 6: Gateway-based Approach [56].**
5.2. Overlay-based Approach

Directly employing the TCP/IP protocol suite as the communication protocol in the sensor network would enable seamless integration of the sensor network and any TCP/IP network [58]. No special midway nodes or gateways would be needed for connecting a sensor network with a TCP/IP network. TCP/IP in the sensor network would also provide the possibility to route data to and from the sensor network over standard technologies such as General Packet Radio Service (GPRS) [62].

The first overlay-based approach is to implement an IP overlay network over WSNs [61]. Sensor nodes need to be equipped with IP protocol stacks for addressing and routing but it is quite difficult to assign IP addresses to all sensor nodes. Therefore, only a few nodes, e.g., cluster heads, configure their IP addresses and constitute an IP overlay network among cluster heads as shown in figure 4a. As known, the Internet uses address-centric protocols and WSN uses data-centric protocols. A key issue of this approach is how to interwork both networks despite the differences between routing protocols concept. One solution to this problem is establishing a tunnel between cluster heads and a data-centric routing protocol can be implemented over this tunnel [56]. The main advantage of this approach is that it does not need any flooding of messages and an Internet host can directly send message to IP-addressable nodes.

The second approach is to construct an overlay WSN over the Internet [59]. When the packets are transmitted from WSNs arrive at the gateway, they are encapsulated within a typical TCP/IP packet and then delivered to a specific Internet host. In an overlay WSNs over the Internet, the major components are virtual nodes running over the Internet and overlay gateways. A virtual node is an Internet host that operates a WSN protocol stack over the TCP/IP protocol stack forming a virtual sensor network over the Internet [56]. The overlay gateway has two protocol stacks for the Internet and WSNs. It performs the packet transformation in a way more simple than the gateway-based approaches because it encapsulates the received packet into a typical TCP/IP packet, without any interpretation at the gateway level shown in figure 4b. Since virtual sensor nodes handle both the TCP/IP and sensor network protocol stack, a high overhead may be incurred. On the other hand, virtual sensor nodes can be implemented by software, so that it has an advantage of easy deployment.

![Overlay Based Approach](image)

### Table 3: WSN to the Internet Interworking Architectures

<table>
<thead>
<tr>
<th>Approach</th>
<th>Concept</th>
<th>Advantages</th>
<th>Drawbacks</th>
<th>Recommended solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overlay-based Approaches</td>
<td>IP Overlay over WSNs</td>
<td>Few nodes e.g., cluster heads, configure their IP addresses and constitute an IP overlay network among cluster heads.</td>
<td>Does not need any flooding of messages and an Internet host can directly send message to IP addressable nodes.</td>
<td>Interworking both networks despite the differences between routing protocols concept.</td>
</tr>
</tbody>
</table>

Having all this in mind, it’s obvious that for Homogeneous Wireless Sensor Networks the application level gateway approach is more suitable conversely for the Heterogeneous Wireless Sensor Networks, the IP overlay network over WSNs approach would be better. Table 3 shows the main advantages and drawbacks of each approach and the recommended solution.
Virtual nodes running over the Internet and overlay gateways operating a WSN protocol stack over the TCP/IP protocol stack forming a virtual sensor network over the Internet.

Performs the packet transformation in a way more simple than the gateway-based approaches.

Easy deployment since virtual sensor nodes can be implemented by software.

High overhead may be incurred.

Header compression techniques.

### 6. EXISTING INTERWORKING APPROACHES:

As mentioned before, WSNs have already achieved success in many applications such as environmental monitoring, commercial application, industrial management, military and many more. Thus, WSNs applications need to be integrated with the IoT. Many approaches have been proposed to connect the two networks. Table 4, discuss the existing interworking approaches and their future work.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Objective</th>
<th>Performance Metrics</th>
<th>Future work</th>
</tr>
</thead>
</table>
| A Web Services approach for the design of sensor networks, in which sensor nodes are service providers and applications are clients of such services [63]. | Enabling a flexible architecture where sensor networks data can be accessed by users spread all over the world. Also, to provide the underpinning for building more general purpose networks, instead of strictly task-specific ones, in order to assist a large range of users, possibly spread over the world, | - Energy cost  
- Data transmission delay | Providing an ubiquitous, standardized access through a common and application independent interface. |
| The integration of WSNs sensing capabilities in the IMS [64]. This solution is based on an extension of the 3GPP presence architecture. | Enabling the distribution of end-user presence information (e.g. location, availability), a subset of context information, to interested parties, generally applications. | - Availability  
- Localization | Investigating the remaining issues related to WSNs/IMS integration, namely: information modeling and processing, the discovery of WSN gateways by the PS, and the definition of the outbound interfaces’ related protocols and interactions. Also, working on a generic WSN/IMS gateway solution. |
| Sensor Networks for an All-IP World (SNAIL) approach to the IOT [65]. The proposed architecture includes a complete IP adaptation method. | Making a pivotal contribution to the realization of the IoT through the building of a suitable network of things. One of the important steps toward reaching this objective is to facilitate feasible IP-WSN technologies that incorporate into a complete architecture. | - UDP Round Trip Time  
- ICMPv6 round trip time  
- Hop count  
- End-to-end delay | Involving network management, service discovery, and a quality-of-service-aware routing protocol, as well as optimization of the proposed protocols. Investigating how the things network can be integrated into the IoT architecture will be another significant step to take. |
| A Framework for Integrating WSNs and External Environments [66]. | Creating a generic framework that is able to adapt with the multitude of applications running on sensor nodes and exposes WSNs as a set of web services to external environments. | - Availability  
- Transmission delay.  
- Localization | Investigating and designing a more stable method for estimating the ranging and location based on RSSI value. |
| All-IP wireless sensor networks for real-time patient monitoring [67]. | Reducing the communication delay so that, a physician can get any patient’s physical parameters at any time and at many places. | - Communication delay  
- Control cost  
- Packet loss rate | Improving the model to be more efficient. |
6.1 Performance Metrics:
Measuring performance is key to evaluating how well developers are doing their work and meeting their targets. Every developer uses different metrics according to their work to evaluate network performance. In [63], the authors checked the energy cost and transmission delay enhancement. In [64], the authors used availability and localization as performance metrics. In [65], they observed the data transmission delay and hop count to evaluate their model performance. In [66], they regarded the availability, transmission delay, and localization. In [67], the authors viewed the communication delay and packet loss rate to estimate their model. Table 5 summarizes the performance metrics used in each approach.

Table 5: Performance metrics used in these Approaches

<table>
<thead>
<tr>
<th>Approach</th>
<th>Transmission Delay</th>
<th>Energy Cost</th>
<th>Availability</th>
<th>Localization</th>
<th>Hop count</th>
<th>Packet Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>[63]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[64]</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[65]</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>[66]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[67]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

7. CONCLUSION
WSN is one of the important distributed applications that recently appeared in several areas. However, the specificity of their architecture deployed in many IT industries makes it prone to a large number of issues such as dynamic topology, power consumption, fault tolerance, connectivity, and security. This paper focused on the connectivity issues between WSN and the Internet generally. The WSNs concept and most important applications were highlighted. In addition, this paper reviewed the WSN to the Internet Interworking different approaches such as gateway-based approach and relay-based approach pointing the advantages and drawbacks of each. The paper stated the most important challenges should be satisfied with efficient WSN-Internet interworking such as header overhead, addressing scheme, limited bandwidth, limited energy, error rates and described some potential solutions. Along with the current research projects, more development in solutions to the open research issues as described in this paper is motivated.

Finally, The interconnection between WSN and the Internet would come with several challenges and problems and it’s not feasible to implement a full IP stack on sensor networks. Thus, the future direction is to focus on the problem of connectivity. Multiple gateways as a solution connecting heterogeneous WSNs in real time will be considered using Link cost method to select a gateway taking into account the enhancement of network lifetime, throughput and power consumption as well.
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