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ABSTRACT 

Conjugate gradient (CG) methods are one of the most widely 

used methods for solving nonlinear unconstrained 

optimization problems, especially of large scale. That is, due 

to their simplicity and low memory requirement. To analyze 

the convergence properties of a CG method, it implemented 

into two line searches; exact and inexact.  In this paper, given 

some data, some CG methods will be used to find a 

polynomial function that fitting the data. To show the 

efficiency, a comparison between CG methods and least 

square method will be done. 
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1. INTRODUCTION 
To solve the unconstrained optimization problem 

                ,                                                    (1.1)   

where          is continuously differentiable and it’s 

gradient at a point    is denoted by     or        , the CG 

methods use the iterative formula 

            ,                                                   (1.2)          

where     is step size which can be obtained by the exact line 

search 

               
   

              (1.3) 

which simply means the orthogonality condition 

  
       , 

is hold. Also, the step size can be computed by inexact line 

search methods such as the strong Wolfe  

                      
    

           
         

    , 

where        . In (1.2),     is the current iterate and 

   is the search direction that defined by 

    

                                                          

                                              

         (1.4)   

where    is a parameter that whose different forms determine 

different conjugate gradient methods. Well known formulas 

for    are the Hestenes-Stiefel (HS) [6], Fletcher-Reeves (FR) 

[10], Polak-Ribière-Polyak (PRP) [2, 3], conjugate descent 

(CD) [9], Liu-Storey (LS) [11], and Dai-Yuan (DY) [12] 

formulas. For more formulas for the coefficient     see [4, 5, 

9, 13, 14, 15, and 16]. 

In this paper, a new algorithm that uses CG methods to fit 

some data by a polynomial of degree n will be presented in 

the next section. In Section 3, a numerical experiment that 

shows the efficiency of the new algorithm will be done. A 

conclusion will be presented in Section 4. 

2. THE NEW ALGORITHM 
It is well known that the method of least squares is a 

mathematical procedure for finding the best fitting-curve to a 

given set of points by minimizing the sum of the squares 

[1]. It can be used to fit the data                    using 

a polynomial of degree  , that is 

             
 . 

When the data                   substituted in in the 

polynomial above, errors    occurs, that is,   

                
                       

Therefore, the sum of the square of errors is given by 

 
                       

   
 

   

 
 

 
                     

 

 

   

 (2.1) 

where 

                                      
      

                 .  

Equation (2.1) is a continuously differentiable function in the 

variable a and its gradient is given by 

 
       

  

   

  

   
      

  

   
 
 

 (2.2) 

where    

   

   
     

 
         

 

   

               

To find approximation values of the coefficients  , the least 

square minimizes the sum of the square of errors, that is solve 

                                                                             (2.3) 
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The problem (2.3) is a nonlinear unconstrained optimization 

in the variable    which can be solved using CG methods. 

The following algorithm uses the CG techniques to solve 

problem (2.3) provides the line search is exact. 

Algorithm 2.1: An algorithm for solving problem (2.3) 

Step 1: Choose       
          

Step 2: Compute the gradient (2.2) at    

Step 3:                       

Step 4:               then stop.             

Step 5: Compute    by exact line search (1.3). 

Step 6: Set              

Step 7: Compute the gradient (2.2) at      

Step 8:                then stop.        

Step 9: Compute the parameter    and generates    

by (1.4). 

Step 10: Set k=k+1 go to Step 5. 

3. NUMERICAL EXPERIMENT 
In this section, to show the efficiency of Algorithm 2.1, it 

applied on some data obtained from [7]. This data is listed in 

Table 1.  

Table 1: Unemployment rate in Terengganu from 2000 to 

2015 

No. Years Unemployment Rate 

1 2000 3.0 

2 2001 2.7 

3 2002 3.2 

4 2003 2.9 

5 2004 3.2 

6 2005 3.1 

7 2006 3.6 

8 2007 2.6 

9 2008 3.4 

10 2009 3.8 

11 2010 3.7 

12 2011 3.2 

13 2012 3.0 

14 2013 3.4 

15 2014 4.2 

16 2015 4.0 

The data in Table 1 can be plotted using MATLAB in Fig. 1. 

 

Fig. 1: Plotting of unemployment versus years 

Using the least square calculations, it can be found that the 

linear, quadratic, and cubic polynomials that fitting the data in 

Table 1 are 

                ,  

                 ,                                                (3.1) 

                        , 

                                                        (3.2) 

                                  , 

                                                  (3.3) 

respectively. 

To solve (2.3), a MATLAB coded program for Algorithm 2.1, 

with different values of the parameter   , hence different CG 

methods, namely, FR, PRP, and the new method [8] whose 

parameter given by  

  
    

 
  
        

      

    
     

      
        

      

                                                                        

  

and with different initial points, has been run with stopping 

criterion         
   . The numerical results are in Table 2. 
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Table 2: Implementation of FR, PRP, and OR methods for solving problem (2.3) 

Poly. Initial point         FR        PRP       OR 

Linear  (0, 0) (2.8493,0.0618) (2.8493,0.0618) (2.8493,0.0618) 

(10,10) (2.8493,0.0618) (2.8493,0.0618) (2.8493,0.0618) 

(50,50) (2.8493,0.0618) (2.8493,0.0618) (2.8493,0.0618) 

(-100,-100) (2.8493,0.0618) (2.8493,0.0618) (2.8493,0.0618) 

Quad.  (0,0,0) (2.9547,0.0166,0.0030) (2.9547,0.0166,0.0030) (2.9547,0.0166,0.0030) 

(20,20,20) (2.9547,0.0166,0.0030) (2.9547,0.0166,0.0030) (2.9547,0.0166,0.0030) 

(-10,-10,-10) (2.9547,0.0166,0.0030) (2.9547,0.0166,0.0030) (2.9547,0.0166,0.0030) 

(-40,-40,-40) (2.9547,0.0166,0.0030) (2.9547,0.0166,0.0030) (2.9547,0.0166,0.0030) 

Cubic  (0,0,0,0) (2.8233,0.1424,-.0186,0.001) (2.8233,0.1424,-0.0186,0.0010) (2.8233,0.1424,-.0186,0.001) 

(5,5,5,5) (2.8233,0.1424,-0.0186,0.0010) (2.8233,0.1424,-0.0186,0.0010) (2.8233,0.1424,-.0186,0.001) 

(-1,-1,-1,-1) (2.8233,0.1424,-0.0186,0.0010) (2.8233,0.1424,-0.0186,0.0010) (2.8233,0.1424,-.0186,0.001) 

(1,10,1,10) (2.8233,0.1424,-0.0186,0.0010) (2.8233,0.1424,-0.0186,0.0010) (2.8233,0.1424,-.0186,0.001) 

 

Obviously, from Table 2, FR, PRP, and OR solve problem 

(2.3) and the results coincide with (3.1), (3.2), and (3.3). 

Therefore, they give a good fitting for the data in Table1 as in 

Figure 2. 

 

Figure 2: Curve fitting using CG methods 

4. CONCLUSION 
In this paper, based on some data, a conjugate gradient 

algorithm with exact line search has been applied to construct 

linear, quadratic, and cubic polynomials that fitting the data. 

To show the efficiency of conjugate gradient methods, a 

numerical experiment has been done.  It has been shown that 

FR, PRP, and the new OR methods give the same results 

when they used for fitting data by polynomials. 
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