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ABSTRACT 

Camera calibration is the procedure of identifying camera 

parameters for rectifying and un-distorting the images. In this 

paper Calibration of Stereo Camera using the set of images 

taken by 2 cameras (from left and right direction) and study 

about the stability as well as statically analysis of parameters 

is carried out by physically changes the angle of camera. For 

estimating extrinsic parameters the images could be taken in a 

way, covering whole surface area of the camera sensor i.e. at 

different depth and orientation but later, it was observed that 

if the images taken were in a straight line at different depths 

covering the same area of camera sensor then the repeatability 

could be seen in the results of extrinsic parameters. 
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1. INTRODUCTION 
Camera Calibration is a necessary step to extract metric 

information from 2D images. The goal is to recover the 

mapping between the 3D space [9, 20] and 2D image. Camera 

calibration is an important issue in the field of computer 

vision. This can be separated in to two sets of transformation. 

First is mapping of the 3D points in the scene to 3D 

coordinates in camera frame, described by extrinsic 

parameters. Second is mapping of the 3D points in the camera 

frame to the 2D coordinates in the image plane, described by 

intrinsic parameters, which provides the geometry and optical 

features of the camera. These 2 transformations can be 

expressed by the ideal pinhole camera model [6, 7]. Finding 

out these parameters is known as calibration. 

 X= (X,Y,Z,1)T - coordinate of point in 3-D world 

Xcam= [R t]X   - 3-D coordinate of same point in camera 

frame. Where, R – 3x3 rotation matrix, t – 3x1 translation 

matrix and Image coordinate of that 3-D point:  X=(x,y,1)T.  

3-D to 2-D mapping becomes: 

 x= K[R t]X,  Where, K – it is camera matrix which contains 

intrinsic parameter 

K=[[fx 0 cx],[0 fy cy],[0 0 1]] 

Where, fx and fy are focal length,  cx and cy are coordinates 

of the principal point, R and t constitutes extrinsic parameter 

of camera. Finding out these parameters is known as 

calibration. 

There are 2 approaches for camera calibration first is Metric 

calibration which resolves the camera model with the help of 

metric information of a reference object. It is performed by 

observing a calibration object whose geometry dimensions are 

known with high precision. In [1, 2, 3] calibration using 

rotation, with analysis of sources of error is calculated and In 

[4, 5], Calibration Accuracy Assessment Methods for 

Stereovision Sensors Used in Vehicles.  Calibration object is a 

3D object with several planes orthogonal to each others; 

sometimes a 2D plane undergoing a known translation or free 

movement is utilized. Another type of calibration method is 

Self-calibration which does not use metric information from 

the scene or any object. Metric calibration method provides 

better results than Self calibration [6].  

A calibration pattern needs to be prepared though the setup is 

very easy and only a planar object is attached with a 

chessboard is used. Pattern shall cover around 25% of width 

and height of field of view. Entire field of view shall be 

covered specifically corners while taking images. Multiple 

angles of chessboard [10, 11, 12, 13] and entire depth shall be 

covered [15, 17]. Our current experiment is concerned with 

the extrinsic parameters that are 3 translation vectors and 3 

rotation vectors. From this paper, we want to raise the issue 

that we observed rather covering whole surface area of sensor 

one should capture images covering a single area of sensor at 

different depths to get the repeatability in extrinsic results.  

2. OVERVIEW OF METHOD USED 
When extrinsic parameters were estimated by using the 

images covering whole surface area of camera sensor i.e. 

taking images at different depth and orientations then it is 

found that there is no repeatability in results. Hence, by using 

the images taken in a straight line covering same region of 

camera sensor it is observed that extrinsic results are 

repeatable.  For intrinsic parameters the images covering 

whole surface area of camera sensor are good enough for 

estimating them [2, 9, 18, 19]. 

3. PROPOSED PROCEDURE OF 

CAMERA CALIBRATION 

ALGORITHM 
In procedure of camera calibration, intrinsic parameters are 

estimated by taking the chessboard images covering the whole 

surface area of camera sensor i.e. at every orientation and 

different depths. For this estimation 2-3 set of images were 

taken containing about 50 pairs of images (for left and right 

camera) each. The baseline between two stereo cameras is 20 

cm. [4] 

Step-I Calculated intrinsic parameters using OpenCV library 

[8] 

cv2.findChessboardCorners(): It finds the pattern in chess 

board, returns the corners of chessboard. 
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1. cv2.cornerSubPix(): Increase accuracy in image 

points. 

2. cv2.drawChessboardCorners(): Draws pattern on 

the chessboard. 

3. cv2.calibrateCamera(): Returns camera matrix and 

distortion coefficients. 

Step-II Calculate Extrinsic Parameters from same set of 

images  

 cv2.stereoCalibrate() function is used to calculate 

extrinsic parameter of camera by using output of 

Step-I of Intrinsic Parameters.  

 Rotation matrix could be converted to rotation 

vector with the help of cv2.Rodrigues 

(rotationmatrix ,rotationvector)function which 

returns rotation vector [8]. 

 We found no repeatability in the extrinsic parameter 

results while there is no change in the angle of 

camera.  

Step-III 

 Calculate a fixed set of intrinsic parameter, which 

are required to calculate extrinsic parameters by 

using images covering whole surface area at 

different orientations, depth and as well as the 

images using flat surface of chessboard with an 

error of 1.55% and 1.22% respectively. (refer 

table1(a) and table1(b)). 

 After fixing the set of intrinsic (as the camera used 

is same) another set of images were taken with a 

change of 0.1 degree in angle of camera and 

extrinsic parameters were calculated using previous 

set of intrinsic parameter but this time the results 

does not reflects the change of 0.1 degree in pan 

angle with the average error of 39.2% (refer 

table2). 

 Again the 5 set each contains 26 pairs of images 

were taken at different depth but in a straight line in 

both positions first chessboard up then down as 

shown in fig1 hence, using the same region of 

sensors without changing the angle of camera. 

When the extrinsic parameters were estimated for 

these set of images using those fixed intrinsic we 

found repeatability in the results with the average 

error of 0.27% and 0.25% respectively. (refer 

table3(a) and table3(b)).  

 With the change of 0.1 degree in camera angle, four 

set of 22 pairs of images were taken at different 

depth and in a straight line using same region of 

camera sensor, the extrinsic parameters reflect the 

change of 0.1 degree in the pan angle calculated 

through calibration process with the average error of 

11% (refer table4). 

 At last, the 6 set of 22 pairs of images were taken 

with the change of 0.2 degree in camera angle and 

again the results reflected change of 0.2 degree in 

pan angle of extrinsic parameters with the average 

error of 9.9% (refer table5) [1, 3, 10] 

 

 

 

Step-IV End 

4. IMPLEMENTATION SETUP AND 

SIMULATION RESULTS 
Implementation is carried out using python 3.7 [8]. Source 

code for implementing camera calibration is written by using 

python 3.7 which is as below. 

From the simulation result it is cleared that extrinsic 

parameters with no change in angle of camera for whole 

surface area and Extrinsic with no change in angle of camera 

for whole surface area with flat surface and re-projection error 

is given in table 1(a) and 1(b). 

Table 1(a): Extrinsic with no change in angle of camera 

(whole surface area) 

Experiment 

no. 
Pan angle Difference 

Re-projection 

error 

1. 0.0087  0.6680 

2. 0.0310 0.0223 0.7148 

3. 0.0181 0.0129 0.8198 

4. -0.0084 0.0265 0.6470 

5. -0.0108 0.0024 0.6652 

 
Table 1(b): Extrinsic with no change in angle of camera 

(whole surface area with flat surface) 

Experiment 

no. 
Pan angle Difference 

Re-projection 

error 

1. -0.0033  0.5514 

2. -0.0172 0.0139 0.5206 

3. -0.00009 0.0171 0.4509 

4. -0.0078 0.0077 0.4799 

5. -0.0047 0.0125 0.4576 

 

After that, fixing the set of intrinsic (as the camera used is 

same) another set of images were taken and extrinsic 

parameters were calculated using previous set of intrinsic 

parameter but this time the results does not reflects the change 

of 0.1 degree in pan angle with the error of 39.2%. 

Table 2: Extrinsic with 0.1-degree change in angle of 

camera (whole surface area) 

Experiment 

no. 

Pan 

angle 
Difference Error 

Re-

projection 

error 

1. -0.5967   0.7396 

2. -0.7658 0.1691 69% 0.8008 

3. -0.8294 0.0635 36.5% 0.6219 

4. -0.9257 0.096 4% 0.6718 

5. -1.1103 0.1846 84.6% 0.7441 

6. -1.0050 0.105 5% 1.6603 
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Now, again the 5 set each contains 26 pairs of images were 

taken at different depth but in a straight line in both positions 

first chessboard up then down as shown in fig1 hence, using 

the same region of sensors without changing the angle of 

camera. When the extrinsic parameters were estimated for 

these set of images using those fixed intrinsic we found 

repeatability in the results with the average error of 0.27% and 

0.25% respectively. (Refer table3 (a) and table3 (b)). 

Table 3(a): Extrinsic with no change in angle of camera 

(same area when chessboard is up) 

Experiment 

no. 
Pan angle Difference 

Re-

projection 

error 

1. -0.0314  0.3143 

2. -0.0314 0.0 0.3481 

3. -0.0346 0.0032 0.3142 

4. -0.0303 0.0043 0.3145 

5. -0.03517 0.0048 0.3235 

 

Table 3(b): Extrinsic with no change in angle of camera 

(same area when chessboard is down) 

Experiment 

no. 

Pan 

angle 
Difference 

Re-

projection 

error 

1. -0.0116  0.1390 

2. -0.0083 0.0033 0.1391 

3. -0.0082 0.0001 0.1376 

4. -0.0120 0.0038 0.1412 

5. -0.0080 0.0040 0.1405 

 

With the change of 0.1 degree in camera angle, four set of 

images were taken at different depth and in a straight line 

using same region of camera sensor, the extrinsic parameters 

reflect the change of 0.1 degree in the pan angle with the error 

of 11%. 

Table 4: Extrinsic with 0.1-degree change in angle of 

camera (same area) 

Experim

ent no. 

Pan 

angle 

Differenc

e 

Erro

r 

Re-

projection 

error 

1. -1.5494   0.2269 

2. -1.6337 0.084 16% 0.2355 

3. -1.7232 0.089 11% 0.2362 

4. -1.8181 0.094 6% 0.2297 

 

At last, the images were taken with the change of 0.2 degree 

in camera angle and again the results reflected change of 0.2 

degree in pan angle of extrinsic parameters with the error of 

9.9%. 

Table 5: Extrinsic with 0.2-degree change in angle of 

camera (same area) 

Experimen

t no. 

Pan 

angle 

Differenc

e 

Erro

r 

Re-

projectio

n error 

1. -0.099   0.2580 

2. -0.286 0.187 6.5% 0.2814 

3. -0.468 0.182 9% 0.3382 

4. -0.634 0.166 17% 0.3197 

5. -0.823 0.189 5.5% 0.3301 

6. 

-

1.000

2 

0.177 
11.5

% 
0.3479 

 

5. CONCLUSION AND FUTURE 

WORKS 
Initially, the intrinsic and extrinsic calibration data is 

estimated using the images provided and then the parameters 

are analyzed statistically and found that the data is not 

normally distributed, empirical distribution i.e. kernel density 

estimation is also tried but best fit obtained is beta 

distribution. It is found that when extrinsic parameters were 

estimated using whole surface area of camera sensor then the 

results are not repeating but when we tried them using the 

images taken at different depth and in straight line covering 

the same region of sensors the results seem to be repeatable 

while intrinsic estimation is done using the whole surface area 

of camera sensor. 

We observed that, the Intrinsic parameters can be estimated 

using images covering whole surface area of camera sensor 

while extrinsic parameters can be found by taking images in a 

straight line covering same region of camera sensor and 

keeping object at different orientation and depth will provide 

the repeatability in the results of extrinsic with the change in 

the angle of camera and thus we get the new method of 

camera calibration using which we can observe the change in 

pan angle as the angle of camera changed. In future this 

research can be further used to extract data from the object 

placed at very far distance from the camera approximately in 

the range of 1km. 
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