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ABSTRACT 

The paper focuses on image fusion between multi-spectral 

images and panchromatic images using a gradient based 

wavelet analysis method with image processing traits. For 

highlighting the core features of source images, pre-

processing is accomplished. A new gradient technique is 

developed based on wavelet transformation. As of gradient 

process, for a multi-spectral image, every pixel having 4 

neighbors of each of them. The summation that we do 

matches those of the multi-spectral images that we have 

selected. Two major considerations for gradient are 

considered. One is for the pixel values in the multi-spectral 

images region and other is the gradient pixel values that are at 

the boundary. Once we have calculated these values, we 

transfer these values from the multi-spectral images onto the 

panchromatic image and then rest of the values outside the 

mask are kept as same. Since we are working on the RGB 

images, we copied the RGB channels directly. By calculating 

bigger gradient of the two images either in multi-spectral 

images or panchromatic images and then construct the final 

image using inverse wavelet transformation. The proposed 

method is experimented on satellite, medical and natural 

images.  In all the cases, this method shown superiority with 

existing methods.  

General Terms 

Gradient pyramid, spatial frequency, Haar fusion, 

panchromatic image. 
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1. INTRODUCTION 
In a multiband, few images represent only smooth variations 

i.e., weak features while few images have sharp and strong 

features: that depend on the substances exhibiting either 

stronger or weaker response for the given wavelength. We 

need to particularly preserve the weak features in the correct 

proportion during the fusion. Thus aim of multiband image 

fusion is to form a single image that merges possible features 

from all the source images. In the proposed method each pixel 

in the image band is weighted differently depending on its 

local details. The weight for any particular pixel in the image 

is computed based on its relative importance of the feature 

with respect to its neighborhood. Each pixel in the fused 

image is obtained with the normalized weighted average of all 

the pixels at the corresponding location in the band. Local 

details in the image are obtained by subtracting the 2D 

smoothed image from the original image. However, the 

smoothing filter should not blur the edges. Bilateral [1] and 

nonlocal means filter [2] is popular filters for preserving 

edges while smoothing. The fusion method based on the 

wavelet transformation has retained and inherited the main 

merits of tower-shaped transformation fusion method [3, 4, 5]. 

Simultaneously, because the orthogonal wavelet 

transformation has non-redundancy, the image data quantity 

after wavelet transformation will not increase. By using the 

direction of wavelet transformation, a better visual effect of 

fusion image will be able to obtain based on the vision 

characteristics that the human eye have different resolutions to 

high frequency component of different directions The image 

fusion realization requests to extract information (details) 

from each source image and obtains the effective 

demonstration in the final fusion image. According to the 

general theory of imagery processing, the image information 

(details) is concluded in the image high frequency component, 

therefore, the key point of image fusion research is to seek an 

appropriate processing method of fusing detailed information 

of source image respectively, that is, how will the information 

be fuse-processed effectively in the corresponding frequency 

band. According to the multi-resolution analysis theory, the 

source image after the wavelet transformation, the inner tube 

signal row , contains separately the image high frequency 

component of corresponding frequency directed in normal, 

horizontal and 45º of the image，  therefore, using the image 

tower-shaped structure after wavelets decomposing, to carry 

on fusion processing separately according to different 

transformation level and different frequency band, the 

information detail from different images can be fused 

effectively.  

Carry on N wavelet transformation to the two-dimensional 

picture, and it will finally get some (3N+1) different 

frequency bands, which contains a 3N high frequency bands 

and a low-frequency band. The image fusion program based 

on wavelet multi-dimensional transformation is shown as in 

Figure 2. Take two image fusions as an example, many image 

fusion methods may be analogized from this regarding. 

Suppose A and B are two primitive images, F is the image 

after fusion, its basic fusion steps are as follows: 

Apart from medical and remote sensing, other fusion 

applications include classification [6], target identification [7] 

and object detection [8]. The areas in which 

multiband/multispectral image fusion find its applications 

include, geological surveying and environmental monitoring. 

Another popular category of fusion is in the area of remote 

sensing with multispectral (MS) and panchromatic (PAN) 

images. Multispectral images are usually characterized by its 

higher spectral but lower spatial resolution and vice-versa in 

the case of panchromatic images. There are quite a large 
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number of papers that discuss on the fusion techniques for 

such images. In [9] authors have proposed the technique of 

combining multispectral and satellite aperture radar (SAR) 

images by intensity modulation. In [10] authors have carried 

out fusion based on component framework, whereas in [11] a 

specific image model has been formed for pan-sharpening 

approach. Fusion algorithm based on pyramid transforms such 

as Laplacian and Gaussian are constructed by filtering the 

images successively and then down sampling. Registered 

images are subjected to pyramid transform and then fused in 

the transformed domain. The final image is obtained by 

performing the inverse transform. The PCA transform de-

correlates the inter-correlated multispectral bands into a new 

set of uncorrelated components. Only the first principal 

component which contains the most information of the MS 

image is substituted with PAN image.  In recent years wavelet 

transforms have been successfully used. In [12] authors use 

wavelet packet transform to fuse Quickbird panchromatic and 

multispectral data fusion. But there are certain drawbacks of 

wavelet transform worth to be mentioned. With contourlet 

transform it is possible to avoid the mentioned drawbacks and 

hence in [13] authors have used contourlet based fusion for 

pan sharpening. Unlike the case, where features from high 

spatial resolution panchromatic sensor is injected into low  

spatial resolution multispectral bands, authors in [14] have 

taken into account the physical electromagnetic spectrum 

response of sensors during the fusion process. Authors 

showed that the obtained image would be closer to the image 

obtained by the ideal sensor than obtained by usual wavelet-

based fusion method. Authors in [15] have developed a fusion 

strategy based on synthetic variable ratio method to reproduce 

the spectral and spatial characteristics of multispectral and 

panchromatic images, respectively. 

In this paper, we propose a novel fusion strategy by obtaining 

gradient weights from different images in a given multiband 

using wavelets. Gradient weights vary as the dominating 

features of the pixels in the individual image vary. Finally, a 

fused image is obtained with a gradient weighted sum of 

individual components. 

The rest of the paper organized as follows: the sections 2 

describe about proposed method, section 3 describes about 

pictorial and numerical results and discussions. Finally 

conclusions are derived in section 4.  

2. PROPOSED METHOD  
In a multi-spectral, few images represent only smooth 

variations i.e., weak features while few images have sharp and 

strong features: that depend on the substances exhibiting 

either stronger or weaker response for the given wavelength. 

We need to particularly preserve the weak features in the 

correct proportion during the fusion. Thus aim of multi-

spectral image fusion, is to form a single image that merges 

strong features which are obtained from gradient of all the 

source images. In the proposed method each pixel in the 

image is gradient weighted differently depending on its local 

details. The gradient weight for any particular pixel in the 

image is computed based on its relative importance of the 

feature with respect to its neighborhood. Each pixel in the 

fused image is obtained with the normalized gradient 

weighted average of all the pixels at the corresponding 

location in the multi-spectral. 

2.1 Wavelet transformation  

The 1-Dwavelettransformofa1-Dsignal 𝑓𝑖 𝑥𝑖  [16] 

𝑊 𝑎, 𝑏 =   𝑓𝑖 𝑥𝑖 
∞

−∞
 𝑕𝑎,𝑏

∗ 𝑥𝑖 𝑑𝑥𝑖   

Where * represents the complex conjugate. 

A set of daughter wavelets 𝑕𝑎,𝑏 𝑥𝑖 is generated from the 

mother wavelet by scale a and shift b operations 

𝑕𝑎,𝑏 𝑥𝑖 =
1

 𝑎
 
𝑥𝑖−𝑏

𝑎
  

Where  𝑎 is a normalized factor. 

The 2-Dwavelettransformofa1-Dsignal 𝑓𝑖 𝑥𝑖 , 𝑦𝑖   

𝑊 𝑎1, 𝑎2, 𝑏1, 𝑏2 

=     𝑓𝑖 𝑥𝑖 , 𝑦𝑖  𝑕𝑎1𝑎2𝑏1𝑏2

∗ 𝑥𝑖 , 𝑦𝑖 𝑑𝑥𝑖

∞

−∞

∞

−∞

𝑑𝑦𝑖  

A set of daughter wavelets  𝑕𝑎1𝑎2𝑏1𝑏2 𝑥𝑖 ,𝑦𝑖  is produced from 

the mother wavelet 𝑕 𝑥𝑖 , 𝑦𝑖  by scales (a1 and a2) and shifts 

(b1 and b2) operations: 

𝑕𝑎1𝑎2𝑏1𝑏2
𝑏 𝑥𝑖 , 𝑦𝑖 =

1

 𝑎1𝑎2
 
𝑥𝑖−𝑏1

𝑎1
,
𝑦𝑖−𝑏2

𝑎2
   

The different daughter wavelets are spatially multiplexed with 

different reference-beam directions [17]. 

2.2 Basic steps of proposed method 
Consider two images, need to perform fusion operation, in 

general, two images are considered as input for fusion 

operation.  

The basic fusion steps are as follows: 

1. Apply wavelet transformation separately to each 

source image to establish various images of the 

wavelet tower-shaped transformation. 

2. Apply fusion processing separately to each 

transformation level using different fusion operator, 

to obtain fusion wavelet pyramid     

3. For each wavelet pyramid, apply gradient to obtain 

dominant features. The dominant features are very 

useful to reconstruct the fusion image from two 

images.  

 Apply the wavelet inverse transformation (i.e. to carry on 

image restructuring) to gradient result, obtain restructuring 

image namely for fusion image. 

The proposed method block diagram is given in Fig. 1. 
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Fig 1: Block diagram of proposed method. 

 

2.3 Basic steps of proposed method  
Step 1:  To highlight the dominant features of source and 

target images use pre-processing. By this, the source images 

are first padded so that they are the same size. 

Step 2: Find multi spectra band images using single level 2-D 

discrete wavelet transformed to get 𝑤𝐿𝐿
1 , 𝑤𝐿𝐻

2 , 𝑤𝐻𝐿
3 , 𝑤𝐿𝐿

4   sub-

bands [𝑤𝐿𝐿
1 , 𝑤𝐿𝐻

2 , 𝑤𝐻𝐿
3 , 𝑤𝐿𝐿

4 ] = 𝐷𝑊𝑇(𝑊(𝑥𝑖 , 𝑦𝑖) . 

Step 3: Calculating the gradient of each pixel of each band. 

In a band image, every pixel has 4 neighbors.  Two major 

considerations for gradient need to be made – one is for the 

pixel values in the source image region and other is the 

gradient pixel values that are at the boundary. Once we have 

calculated these values, we transfer these values from the 

source image onto the target or background image and then 

rest of the values outside the mask are kept as it is.  

Step 4: Construct the fusion image using wavelet inverse 

transformation. 

3. RESULTS AND DISCUSSION  
We tested the proposed method on different images like 

satellite, medical and natural images. From these images, it is 

observed that each category of images have different set 

features and phenomena. The purpose of fusion is to form a 

single image by merging possible features from all the source 

images. Figure 2 & Figure 3 Shows the fusion of images. The 

proposed method clearly identifies the image dominant 

features and gets success in merging them into single image. 

For evaluating the proposed algorithm quantitatively, we use 

statistical measures like average correlation, average Signal 

noise ratio (SNR) and entropy, mean of fusion image for 

qualitative measure. The correlation of first image and fusion 

image is C1 and correlation of second image and fusion image 

is C2 then considered average correlation is average of C1, 

C2. Similarly SNR ratio also. We compare results of multi 

spectral image fusion with (a) contourlet transform used in 

[18] and (c) bilateral approach suggested in [19] and tabulated 

in Table 1. 

 

 

 

The entropy is calculated using following equation 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  −    𝑓𝑖𝑗 log 𝑓𝑖𝑗
𝑗𝑖

 

This is a measure of randomness, having its highest value 

when the elements of f are all equal. 

The gradient of an image is given by the formula 

∇𝑓 =   𝑔𝑥
𝑔𝑦

 =   

𝑑𝑓

𝑑𝑥
𝑑𝑓

𝑑𝑦

   

Where: 

 
𝑑𝑓

𝑑𝑥
  is the gradient in the x direction 

𝑑𝑓

𝑑𝑦
  is the gradient in the y direction. 

 

Table 1. Comparison of Counterlet Transform and 

Bilateral Approach. 

Methods Average 

Correlation 

Average 

SNR(db) 

Entropy Gradient 

Contourlet 

transform 

85.65 17.36 4.6 4.3 

Bilateral 

approach 

90.12 19.68 5.4 4.9 

Proposed 

method 

97.25 29.98 6.2 5.9 
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(a)       (b)      (c) 

Fig 2: (a) First Image (b) Second Image & (c) Fused Image 

Correlation between first image and fused image =0.977748  

Correlation between second image and fused image 

=0.981530  

SNR between first image and fused image =29.92 db 

SNR between second image and fused image =29.98 db 

 
      (a) 

 
     (b) 

 
    (c) 

Fig 3: (a) First Image (b) Second Natural Image & (c) 

Fused Image 

Correlation between first image and fused image =0.508583  

Correlation between second image and fused image 

=0.843888  

SNR between first image and fused image =14.30 db 

SNR between second image and fused image =14.30 db 

4. CONCLUSIONS  
In this paper, we have proposed a novel fusion strategy for 

different category of images. As the information across the 

images in the each category is not uniformly distributed, many 

traditional fusion methods based on averaging the images with 

equal weights fail. In the proposed method gradients 

computed on wavelet mutli- spectral images for fusion is 

based on the local information in each spectral image and 

hence are different for different images. Fused image is 

formed with the dominant average gradient of the pixels at the 

corresponding location. Reduction in the computational cost is 

achieved by a separable implementation of local gradient. We 

are able to achieve better results by exploiting all available 

information at all locations from all the images in the all 

wavelet spectral image. Results are tested qualitatively and 

quantitatively with a wide number of quality metrics and also 

compared with other fusion based approaches. 
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