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#### Abstract

This paper presents an overview and comprehensive survey of Residue Number System (RNS) and Bioinformatics. It focuses on application of RNS to Smith-Waterman Algorithm (SWA), highlights how the inherent attributes of RNS can be applied to improve performance of SWA in the analysis of Deoxyribonucleic Acid (DNA) and also observes the two principal methods of data conversion and lastly, we suggest the direction for future research.
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## 1. INTRODUCTION

Residue Number System (RNS) is the representations of a large integer number with a set of smaller integer numbers in order to make computation fast and efficient. RNS may be traced back to 1599 years; it begins with a Chinese Scholar, Sun Tzu [1] with Chinese riddle as follows: What is the number such that when divided by 7, 5 and 3 will have the remainders of 2,3 and 2 respectively? The procedure of obtaining the solution to the riddle is known as Chinese Remainder Theorem (CRT).

The speed of Residue number system is very high in the operations like addition, subtraction and multiplication. This is because RNS supports carry free addition; borrow free subtraction and digit to digit multiplication without partial product. These interesting properties make RNS a popular application in Digital Signal Processing (DSP), Fast Fourier Transformation (FFT), digital filtering, image processing, cryptography, etc. This is due to inherent properties like fault tolerance [2], [3]. However, RNS has some difficulties in applications involving magnitude comparisons, sign detection, overflow detection, division, reverse conversion etc.

Whenever RNS is to be applied, appropriate choice of moduli set is very important because it determines the speed of the system. The higher or more the dynamic range of the moduli set, the faster the system but the slower its reverse conversion.
The rest of the article is organized as follows: Section 2 gives the background to the paper; section 3 explains RNS in bioinformatics; section 4 discusses sequence alignment in bioinformatics; section 5 presents RNS-SWA architecture and finally, the paper concluded in section 6.

## 2. BACKGROUND

Residue Number System (RNS) is defined over an interval of relatively prime modulus sets $\left\{\mathrm{P}_{1}, \mathrm{P}_{2}, \mathrm{P}_{3} \ldots \mathrm{P}_{\mathrm{n}}\right\}$, where the greatest common divisor (gcd) between any two $P_{i}$ and $P_{j}=1 \mathrm{i}$
$\neq \mathrm{j}$ i.e $\operatorname{gcd}\left(\mathrm{P}_{\mathrm{i}}, \mathrm{P}_{\mathrm{j}}\right)=1$. Let us represent a number X as $\left\{\mathrm{x}_{1}, \mathrm{x}_{2}\right.$, $\left.x_{3}, \ldots, x_{n}\right\}$. This representation is unique for any integer $X$ in the range $[0, M-1]$. Where $M$ is the product of the given moduli sets (i.e $M=P_{1} \times P_{2} \times P_{3} \times \ldots \times P_{n}$.). RNS offers flexibility in digit by digit computation; this makes addition, subtraction and multiplication more efficient.
$r$ is the RNS of a number X with respect to $m$, if and only if r is the leftover after several removal of all multiples of $m$ from $X$, where $m$ is the moduli.

Example 1: If X is 17 and m is 3 then the successive removal of multiple of 3 from 17 is given by

$$
\text { X: } \begin{array}{lllllll}
17 & 14 & 11 & 8 & 5 & 2
\end{array}
$$

After the removal of first multiple of 3 from 17, we still have more multiples, this continues till no more multiple of 3 can be found again, implies 2 is the RNS of 17 with respect to 3 , since it is the leftover after successive removal of all multiples of 3 from 17

The RNS of $X$ with respect to $m$ is given by . $x_{i}=|X|_{\text {mi }}$
Example 1 above can be represented as $|17|_{3}=2$

### 2.1 Basic RNS arithmetic

In RNS arithmetic, addition, subtraction and multiplication are simple, depending on choice of moduli, the standard arithmetic operations can be effectively implemented in RNS. Addition / subtraction of residues is carried out by individually adding / subtracting the corresponding digits of the moduli respectively.
Example 1: if $\mathrm{X}=\{2,3,5\}, \quad \mathrm{Y}=\{1,3,4\}$ with respect to moduli 3,5,7 then,

$$
\begin{aligned}
|\mathrm{X}+\mathrm{Y}|_{3,5,7} & =|(2,3,5)+(1,3,4)|_{3,5,7}=(0,1,2) \\
|\mathrm{X}-\mathrm{Y}|_{3,5,7} & =|\mathrm{X}+\overline{\mathrm{Y}}|_{3,5,7} \\
& =|(2,3,5)+(\overline{1}, \overline{3}, \overline{4})|_{3,5,7}=(1,0,1) \\
|\mathrm{X} \times \mathrm{Y}|_{3,5,7} & =|(2,3,5) \times(1,3,4)|_{3,5,7}=|2,9,20|_{3,5,7}=(2,4,6)
\end{aligned}
$$

Each digit is a small number, this makes RNS arithmetic becomes fast and simple.

Example 2: Negation, addition, subtraction and multiplication can be performed independently by operating on each digit individually. The following example in Fig 1 represents addition/subtraction/multiplication.

Operand1
Operand2


Fig 1: Operands Operation

### 2.2 Data conversion in residue number system

Data conversion is an important aspect in RNS. Data need to be converted from binary/decimal to RNS before any operation can be performed on them. However, the success of hardware realization depends on both data conversion and choice of moduli. Data conversion is divided into two categories: (i) Forward conversion and (ii) Reverse conversion. In this survey work, we explained each and gave a numerical example in each category.

### 2.2.1 Forward conversion

This is the conversion of binary/decimal number to RNS. In binary system, forward conversion can be represented as

$$
\begin{equation*}
\left|X_{m}\right|=\left|\sum_{j=0}^{N-1} b_{j} 2^{j}\right|_{m} \tag{1}
\end{equation*}
$$

For any n-bit non negative integer X in the range
$0<x \geq 2^{\mathrm{n}}-1$, the hardware computation of forward conversion is based on Look up Table (LUT) [4].

Example, let $X=45_{10}$ be a decimal number and we wish to determine the residue equivalent $x_{1}, x_{2} . X$ is represented in 2's complement form as $\left(b_{N}, b_{N-1}, b_{N-2}, \ldots . b_{2}, b_{1}, b_{0}\right) . N=6$ then $\left(b_{6}, b_{5}, b_{4}, b_{3}, b_{2}, b_{1}, b_{0}\right)=0101101_{2}$. Let assume moduli to be (11 and 13), then the residue is given as

$$
\begin{gather*}
x_{i}=\operatorname{Xmod}_{i} \quad i=1,2 \\
X_{i}=\left|b_{N}\left(m_{i}-\left(2^{N} \operatorname{modm}_{i}\right)\right)+\sum_{m_{1}=11, m_{2}=13}^{N-1}{ }_{j=0} b_{j}\left(2^{j} \operatorname{modm}_{i}\right)\right| m_{i} \tag{2}
\end{gather*}
$$

Equation (2) will produce LUT 1 and LUT 2 below

## LUT 1 for $m_{i}-\left(\mathbf{2}^{\mathbf{6}} \boldsymbol{\operatorname { m o d m }}_{\mathrm{i}}\right)$

| $\mathrm{i}=1$ | $\mathrm{~m}_{1}(11)$ | 2 |
| :--- | :--- | :--- |
| $\mathrm{i}=2$ | $\mathrm{~m}_{2}(13)$ | 1 |

LUT 2 for $\mathbf{2}^{\mathbf{j}} \bmod \mathbf{m}_{\mathbf{i}}$

|  |  | $J=5$ | $J=4$ | $J=3$ | $J=2$ | $J=1$ | $J=0$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $i=1$ | $\mathrm{~m}_{1}$ | 10 | 5 | 8 | 4 | 2 | 1 |
| $\mathrm{i}=2$ | $\mathrm{~m}_{2}$ | 6 | 3 | 8 | 4 | 2 | 1 |

$\mathrm{x}_{1}=|0 \mathrm{x} 2+1 \mathrm{x} 10+0 \times 5+1 \mathrm{x} 8+1 \mathrm{x} 4+0 \mathrm{x} 2+1 \mathrm{x} 1| \bmod 11=1$
$\mathrm{x}_{2}=|0 \mathrm{x} 1+1 \mathrm{x} 6+0 \times 3+1 \mathrm{x} 8+1 \mathrm{x} 4+0 \mathrm{x} 2+1 \mathrm{x} 1| \bmod 13=6$
Means that the residue of 45 with moduli 11 and 13 is 1,6
Written as $45=(1,6)_{\operatorname{RNS}(11 \mid 13)}$ or $|45|_{11,13}=(1,6)$

### 2.2.2 Reverse conversion in residue number system

Reverse conversion is the conversion of residue number system to a conventional number, i.e binary/decimal numbers. The success of reverse conversion depends on forward conversion. Reverse conversion is based on two popular algorithms: Chinese Remainder Theorem (CRT) [5],[6] and Mixed Radix Conversion (MRC) [7],[8] algorithms. The use of CRT entails a large modular adder whereas MRC is a sequential process that requires a number of Look-Up Table (LUT) [9].

### 2.2.2.1 The Chinese Remainder Theorem (CRT)

CRT is a very useful algorithm for reverse conversion; it assumes that a number will have a unique representation in RNS if we chose appropriate moduli for the RNS. The algorithm involves computation of inverse and is given by

$$
\begin{equation*}
X=\left.\left.\left|\sum_{i=1}^{n \mid}\right| x_{i} M_{i}^{-1}\right|_{m i} M_{i}\right|_{M} \tag{3}
\end{equation*}
$$

Equation (5) can be applied to solve the Sun Tzu riddle described in our section 1.

$$
\begin{aligned}
& \mathrm{x}_{1}=2 \bmod 3 ; \mathrm{x}_{2}=3 \bmod 5 ; \mathrm{x}_{3}=2 \bmod 7 \\
& \mathrm{~m}_{1}=3, \mathrm{~m}_{2}=5, \mathrm{~m}_{3}=7 \\
& \mathrm{M}=3 \times 5 \times 7=105 \\
& \mathrm{M}_{1}=\mathrm{M} / 3=35 ; \quad\left|\mathrm{M}_{1}^{-1}\right|_{3}=2 \\
& \mathrm{M}_{2}=\mathrm{M} / 5=21 ; \quad\left|\mathrm{M}_{2}^{-1}\right|_{5}=1 \\
& \mathrm{M}_{3}=\mathrm{M} / 7=15 ; \quad\left|\mathrm{M}_{3}^{-1}\right|_{7}=1
\end{aligned}
$$

Substitute these values into equation (3)

$$
\begin{aligned}
& X=\left.\left.\left|\sum_{i=1}^{3}\right| x_{i} M_{i}^{-1}\right|_{\mathrm{mi}} M_{i}\right|_{M} \\
& \begin{aligned}
X & =\|\left. x_{1} M_{1}{ }^{-1}\right|_{\mathrm{m} 1} M_{1}+\left|x_{2} M_{2}{ }^{-1}\right|_{\mathrm{m} 2} M_{2}+\left.\left|x_{3} M_{3}{ }^{-1}\right|_{\mathrm{m} 3} M_{3}\right|_{M} \\
& =\| 2 \times\left. 2\right|_{3} \times 35+|3 \times 1|_{5} \times 21+|2 \times 1|_{7} \times\left. 15\right|_{105} \\
& =\|\left. 4\right|_{3} \times 35+|3|_{5} \times 21+|2|_{7} \times\left. 15\right|_{105} \\
& =|1 \times 35+3 \times 21+2 \times 15|_{105} \\
& =|35+63+30|_{105} \\
& =|35+63+30|_{105} \\
& =|128|_{105} \\
& =23
\end{aligned}
\end{aligned}
$$

CRT is used in many applications like computing, cryptography, coding theorem etc. When it was discovered by Sun Tzu, a complete proof was not offered. The complete proof of the algorithm was offered by Aryabhata, an Indian Mathematician. A schematic diagram of CRT is depicted in Fig 2 below.


Fig.2: A Schematic diagram of CRT

### 2.2.2.2 The mixed radix conversion

Let the moduli set $\left(\mathrm{m}_{1}, \mathrm{~m}_{2}, \mathrm{~m}_{3}, \ldots, \mathrm{~m}_{\mathrm{n}}\right)$ has the corresponding RNS ( $x_{1}, x_{2}, x_{3}, \ldots, x_{n}$ ) and a set of digits ( $a_{1}, a_{2}, a_{3}, \ldots, a_{n}$ ) be the mixed radix digits respectively, then the corresponding decimal equivalent of the residues can be obtained using the following algorithm:

$$
\mathrm{X}=\mathrm{a}_{1}+\mathrm{a}_{2} \mathrm{~m}_{1}+\mathrm{a}_{3} \mathrm{~m}_{1} \mathrm{~m}_{2}+\ldots
$$

The mixed radix are given by the following :

$$
\begin{aligned}
& X=a_{1}+a_{2} m_{1}+a_{3} m_{1} m_{2} \\
& \text { where } \mathrm{a}_{1}=\mathrm{x}_{1} \\
& \mathrm{a}_{2}=\left|\left(\mathrm{x}_{2}-\mathrm{a}_{1}\right) \mathrm{m}_{1}^{-1}\right|_{\mathrm{m} 2} \\
& \mathrm{a}_{3}=\left|\left(\mathrm{x}_{3}-\mathrm{a}_{1}\right) \mathrm{m}_{1}^{-1}-\mathrm{a}_{2} \mathrm{~m}_{2}^{-1}\right|_{\mathrm{m} 3} \cdots \\
& \cdot \\
& \cdot \\
& \mathrm{a}_{\mathrm{k}}=\mid\left(\left(\left(\mathrm{x}_{\mathrm{k}}-\mathrm{a}_{1}\right)\left|\mathrm{m}_{1}^{-1}\right|_{\mathrm{mk}} \cdots \cdots\right.\right.
\end{aligned}
$$

The schematic diagram is shown in Fig 3 below


Fig. 3:. A schematic diagram of MRC

### 2.3 Moduli choice

The following points should be considered in the choice of RNS moduli
<> They must be relatively primed
<> The smaller the moduli, the faster the arithmetic operations
<> The higher the dynamic range of the moduli set, the faster its forward conversion and the slower its reverse conversion.
<> To avoid overflow, the dynamic range should be large enough.
«> Efficiency of the RNS moduli should be considered and high efficiency is more desirable, example the RNS (15|13|11)

$$
\text { - require } 12 \text { bits }
$$

- it can represent $2^{12}=4096$, whereas only 2145 numbers are presented
- the efficiency is $52 \%$
<> Select prime numbers in sequence until a desired dynamic range is obtained
<> Moduli numbers can be restricted to power of 2 .


### 2.4 DNA in literature

DNA has been discussed in literature by many researchers to solve some problems on digital computer arithmetic, image processing [10], multi layer data encryption [11], digital image processing [12], computer networks [13], secure encryption techniques using DNA computations [14], Fourier transformation and many other fields that involve arithmetic algorithm. If moduli sets are properly chosen, RNS can be applied to the listed areas for a better achievement, because most computations are done in the embedded processor and secondly the absence of carry frees propagation is also a fundamental factor.

## 3. RNS AND BIOINFORMATICS

The availability of RNS processor makes it applicable in digital signal processing (DSP), image processing, speech processing, computer security (cryptography), computer network and many other fields that involve arithmetic algorithm.

Smith-Waterman (SWA) is a popular algorithm used in bioinformatics for the analysis of DNA. The algorithm was first proposed by Temple F. Smith and Michael S, Waterman in 1981 [29]. Like the Needleman-Wunsch algorithm of which it is a variation. The Smith-Waterman Algorithm performs local sequence alignment; that is, for determining similar regions between two strings or nucleotide or protein sequence [30].
DNA as being referred "code of life and blue print of biological life from beginning to the end" [15], is the primary genetic and hereditary material in all living organisms [16] which contains biological instructions and store biological information.

The total number of genetic sequence in an organism is known as genome. Human genome comprise of over 3 billion of DNA base pairs of which $99.9 \%$ are identical from one person to the other [16]. The residual $0.1 \%$ allows us to differentiate one person to the other, in terms of appearance, character and also allow effective human identification [17], [18], [19] through DNA typing or DNA profiling. It is made up of chemical building block called nucleotide [20] which contains nitrogen molecules Adenine, Cytosine, Guanine and Thymine associated with the following abbreviations A,C,G and T respectively [16].

The study of Deoxyribonucleic Acid (DNA) alignment is very important in bioinformatics; its analysis provides the following benefits:

1. Allows us to trace evolutionary trend.

Example, if Bioinformatics are able to find the similarity between any two sequences, they will be able to trace and understand evolutionary trend between them [21]
2. Allows correlation of DNA information diseases. A relation between diseases and inheritance can be studied. Example genes identified to be involved in breast cancer [22].

Any research that aim to provide effective solution to the above points will require a very high speed sequence comparison.

## 4. SEQUENCE ALIGNMENT IN BIOINFORMATICS

Sequence alignment in bioinformatics computes similarities between any two sequences [23]. This describes the arrangement of the nucleotides in order to identify the region of similarity that may be a consequence of final structural or evolutionary relationship between them. Alignment finds level of similarity between query sequence and different database. It compares the DNA strands with each other through which we can identify genetically transmitted diseases [24].

There are many algorithms for computing sequence alignment, the most popular ones are FASTA [25], [26] and BLAST [27], [28]. The two algorithms are fast but at the expense of accuracy. SWA [29] is popularly known to be the most accurate algorithm for sequence alignment; however, the computational complexity makes the algorithm slow especially for a long sequence.

RNS has been successfully used in many applications that involve computations because of the embedded processor in RNS and the absence of carry propagation.
4.1 The Algorithm of Smith -Waterman for Local alignment The algorithm is given by:

$\mathrm{X}(\mathrm{i}, 0)=0, \quad \mathrm{X}(0, \mathrm{j})=0$
where, $X(i, 0)=0, X(0, j)=0$
$X(i, j) \Rightarrow$ maximum similarity score between the two sequences
$\mathrm{S}\left(\mathrm{a}_{\mathrm{i}}, \mathrm{b}_{\mathrm{j}}\right)=>$ the similarity score of comparing sequence Ai to sequence $B i$
d is the mismatch gap penalty in the comparison
SWA is a good algorithm used for computing homology and sequence alignment in genetic database. It compares two strings of nucleotides with high level of accuracy. However, the low speed of execution becomes its main challenge.

## 5. RNS-SWA ARCHITECTURE

For a Moduli set $\left\{2^{n}-1,2^{n}, 2^{n}+1\right\}$, RNS-SWA architecture is shown in Fig 4 below


Fig. 4: Architecture of RNS-SWA
The hardware realization is based on the following

- The binary to residue converter (converter1) accepts the inputs $X(i-1, j), X(I, j-1), X(i-1, j-1), d$ and $S(i, j)$ and forwards to RNS processor.
- The RNS processor sends the result to converter2. Computation is done in the embedded processor; the absence of carry propagation in RNS will enable realization of high-speed and low-power consumption.
- Converter2 (residue to binary converter) then converts the latest result to binary/decimal number, $X(i, j)$.

The above steps take the advantages of RNS arithmetic and make the speed of conversions better depending on the moduli choice.
However, in future research, we shall determine to use FPGA/VHDL to implement the RNS-SWA architecture using RNS as a tool to have a better improvement on the computational challenges facing SWA.

## 6. CONCLUSION

Speed and accuracy are the major challenges in the field of bioinformatics. The availability of embedded RNS processor and the absence of carry propagation in RNS brightened the possibility of realization of high-speed and low-power consumption. This paper presented a review of RNS, showed that RNS can have its way and can be applied to
bioinformatics, which goes along to reduce the computational issue in SWA. However, in future research, FPGA/VHDL could be used to implement the RNS-SWA architecture using RNS as a tool to have a better improvement on the computational challenges facing SWA.
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