
International Journal of Computer Applications (0975 – 8887) 

Volume 179 – No.14, January 2018 

37 

Linear Approximation Model Throughput Performance 

Analysis of IEEE 802.11 Distributed Coordinated 

Function in Wireless Lossy Channel 

Salah Abdulghani Alabady 
College of Engineering / Computer Engineering Department 

University of Mosul / Iraq 

 
 

 

ABSTRACT 
One source of performance degradation in wireless 

networks is the frame error that occurs because of non-

ideal channel conditions. Most previous works assume an 

ideal transmission channel (i.e., no error in transmission), 

whereas other works assume that the error is constant and 

exists only in data packets. These previous works do not 

consider transmission errors in control frames (i.e., RTS, 

CTS, and ACK). Therefore, this paper proposes an 

analytical approximation model to computes the saturation 

throughput, conditional collision probability, and packet 

transmission probability, of IEEE 802.11 distributed 

coordination function (DCF) in the presence of a 

determinate number of nodes (n) and a wireless noise 

channel condition. The transmission error that occurs in 

the data packets and control frames are considered for the 

computation of the saturation throughput. Furthermore, 

the effect of network size (n), maximum backoff stage 

(m), packet length, and minimum backoff window size (W) 

on the saturation throughput is investigated. The results 

indicate that the performance of IEEE 802.11 DCF 

strongly depends on number of nodes, packet length, and 

BER.  

General Terms 
Wireless Networks, Networks Performance, Ad-Hoc 

Networks, Wireless Mesh Networks 
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1. INTRODUCTION 
Wireless networks have recently become popular in data 

communications and networking [1]. The IEEE 802.11 is one 

of the most popular wireless network standards. The 

fundamental mechanism of IEEE 802.11 medium access 

control (MAC) in accessing media is a distributed 

coordination function (DCF) [1] that contains two access 

mechanisms. The first access mechanism defines a basic 

access method (a two-way handshake mechanism, data–

ACK). The second access mechanism is an optional four-way 

handshake technique (RTS–CTS–data–ACK) known as the 

request to send/clear to send (RTS/CTS) access method [2]. 

Many analytical models have been produced on the 802.11 

MAC layer, and most previous works have analyzed and 

estimated the delay and throughput of IEEE 802.11 in single-

hop wireless networks [2–8]. 

Other works have studied and analyzed the performance of 

IEEE 802.11 DCF in saturated conditions for the prevention 

of collisions and for single-hop and multi-hop wireless 

networks with hidden nodes [9–15]. However, these previous 

studies created models by assuming lossless channels or ideal 

channel conditions (i.e., no errors in transmission frames). 

The error probability of the data frames is considered as a 

constant in [16–18], which ignore the transmission error of 

control frames (RTS, CTS, and ACK). The authors in [18] 

have proposed an analytical  model that focuses on the effect 

of packet errors on the capacity and variety of MAC 

protocols.  

A model that calculates the throughput, average packet delay, 

and packet drop probability has been proposed in [19], [20]. 

The authors considered the channel bit errors and packet retry 

limits of the basic access method and assumed that an error 

exists in the data frame. Li et al. [21] also introduced an 

analytical model to evaluate the performance of the IEEE 

802.11 DCF–MAC protocol with time-varying channels. The 

authors considered different incoming traffic loads and the 

influence of transmission errors. However, the authors 

ignored the probability of a transmission error in the control 

frames. 

The authors in [22] presented a method for estimating the 

saturation throughput for noisy channels. Their analysis was 

based on the concept of a virtual slot. The authors assumed 

that collisions only occur during the RTS frame transmission 

and ignored the hidden node effect, such as in the analysis in 

[2]. The authors also assumed the same packet transmission 

probability (τ) in [2]. In another work [23], the authors 

proposed analytical model for single-hop multi-interface IEEE 

802.11 DCF mesh network. In that model the nodes utilize the 

uniform random interface selection (URIS) policy in order to 

select the transmitting channel. An analytical model to predict 

the probability of frame error for the MAC Service Data 

scheme is proposed in [24].  

This paper provides an analytical linear approximation model 

for computing the saturation throughput for the IEEE 802.11 

DCF (RTS/CTS) mechanism for a noisy channel in the 

presence of hidden nodes. This paper introduces the 

relationship between the throughput and other network 

factors, such as the number of nodes (n), minimum backoff 

window size (W), packet transmission size. By using these 

models, the effect of noisy channels in the saturation 

throughput is presented.  

The remainder of this paper is structured as follows as 

follows. Section 2 presents the proposed approximation 

analytical model. Section 3 presents and discusses the 

numerical analytical results. Finally, Section 4 concludes. 
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2. PROPOSED MATHEMATICAL 

MODEL 
In this section, the proposed mathematical approximation 

analytical model is presented. The main aim of the model is to 

calculate the saturation throughput for lossy wireless network 

channel. The assumptions that made in the proposed model as 

following: 

1) Data packets have fixed lengths. 

2) The RTS/CTS mechanism is used. 

3) A finite number of nodes that operate in saturated 

conditions exists in the network. 

4) Timeouts of the ACK and CTS frames are 

considered. 

5) Consider the effect of hidden nodes. 

6) Multi-hop communications and some nodes cannot 

hear other nodes.  

7) Suppose a collision maybe happen during 

transmission the CTS and RTS control frames. 

8) The error probabilities for RTS, CTS, ACK, and 

data frames are considered. 

The differences among the proposed analysis and other 

previous works [2, 3, 6, 9, 13] are the assumptions in numbers 

4 to 8. The differences between the proposed analysis and [22, 

23, 24] are the assumptions in numbers 6 to 8. The additions 

assumptions make the proposed analysis closer to reality. 

Therefore, the proposed work and previous works are 

incomparable because of the different assumptions in the 

proposed model. 

 

2.1 Virtual Time Slots 
There are seven types of virtual time slots in RTS/CTS are 

used to estimate the saturation throughput of the IEEE 802.11 

for noisy channels: 

 1-Empty time slots (  ) defined as: 

 

                                   (1)                              

 

Time slot (σ) is the duration that needed to detect the status of 

the channel (i.e., idle or busy). Therefore, σ is dependent on 

the physical layer characteristics.  

 

2-The collision time slots (  ) are defined as follows: 

 

                                                         (2) 

 

When a collision or error occurs in transmitting RTS and CTS 

control frames, the transmitting node waits for the end of the 

CTS timeout timer, whereas the other nodes wait for the time 

extended inter frame space (TEIFS) interval to resume 

backoff. The length of the TEIFS interval is the same as that 

of the CTS timeout timer and DIFS combined. 

 

3-The RTS control frame error time slots are expressed as 

follows: 

 

                                                 (3) 

 

Where  

                                                   (4)   

 

4- The CTS control frame error time slots (     ) is given by 

the following: 

                                            (5) 

 

A node that receives incorrect data frames waits for the 

       interval to resume backoff. Meanwhile, the 

transmitting node waits for the expiration of the ACK timeout 

timers. 

 

                                                 (6)            

 

5-        is the error time slots in data frame. 

 

                              
                      +      +     +   +      +          (7)    

     

6- The ACK error time slots is denoted by the   following: 

 

                                       
                    +   +     + +    +        +     
                    (8)  

 

7- Finally,     denotes the successful transmission of time 

slots: 

                                 
                                                
                     (9) 

Where      is the “short inter-frame space time”, and 

     is the “time of the distributed inter-frame space”. 

                   are the durations of the RTS, CTS, and 

ACK packets, respectively, where   is the channel 

propagation delay.                    are the time duration 

of the physical header, MAC header, and packet payload, 

respectively. The values of the system parameters used in the 

proposed analysis are summarized in Table (1).  

 

2.2 Packet Transmission and Conditional 

Collision Probabilities 
 

The packet transmission probability (  ) in a randomly chosen 

slot time is given by [25].  

 

   
    

                   
                  (10) 

 

Where, (Wmin) is the minimum backoff window size, (m) is the 

maximum number of retransmissions or the maximum 

backoff stage and P is the unsuccessful transmission 

probability conditioned. When the transmission considers 

both the collisions and transmission errors within a time slot, 

P can be expressed as: 
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           (25)

 

 

)1)(1(1 ec PPP                  (11) 

Pc is the conditional collision probability defined as the 

probability that at least one node of the remaining nodes to 

transmit within the same time slot. Pc can be expressed as 

[25];  

    
      

      
                                                                      (12) 

Where, (n) is the number of nodes. The frame error 

probability (Pe) is the error probability with the condition that 

there is a successful RTS/CTS transmission within the time 

slot can be expressed as: 

  

                                              (13) 

  

Eqs. (10), (11), (12) and (13) represent the linear equation 

systems which are used for computing the packet transmission 

probability and conditional collision probability, respectively.  

 

2.3 Probability of Successful Transmission 

and Saturation Throughput 
 

The saturation throughput defines as: 

                             
                                       

                            
 

 

Let PTR is the probability of at least one transmission in the 

considered time slot, which is defined as the following: 

 

            
                                                                (14) 

 

    is the probability of the idle channel. 

 

          =       
                                (15) 

 

The probability of a successful transmission on the channel 

       is provided by the probability that at least one node 

transmits on the channel [2]. 

 

    
            

                                                             (16) 

 

Let PS is the probability that at least one node transmission is 

successful in a given time slot on the channel and the 

probability that other n-1 nodes remain silent in a given time 

slot on the channel. 

 

            
          (17) 

 

The collision probability is defined as follows: 

 

                                          (18) 

 

By substituting Eqs. (15) and (17) into Eq.(18),      becomes 

the following:  

 

             
            

                   (19) 

 

 

 

 

The error probability of transmitting an RTS frame is defined 

as the following: 

 

                                           (20) 

 

The error probability of transmitting a CTS frame is defined 

as the following: 

 

                                                (21) 

 

The error probability of transmitting a data packet is defined 

as the following: 

 

                         

                                                               (22)  

  

The error probability of transmitting an ACK frame is defined 

as the following: 

 

                                     
                                                              (23) 

 

A successful transmission probability is expressed as follows: 

 

                                           (24)    

     

The system saturation throughput (   ) can be expressed as 

Eq.                                                                                         

 

The total length of the slot time during RTS/CTS is defined as 

follows: 

 

                                    (26)  

 

From Eq. (13), the probability of error transmission is defined 

as the following: 

 

                                      (27) 

 

                                         (28) 

 

The natural logarithm of both sides of Eq. (28) is taking. 

 

                                                    (29) 

                       
 

After simplifying Eq. (29) 

 
         

   
            

 

After the exponential of both sides, 

 

 
         

                                             (30)

  

 
         

             

 

After simplifying, 

 

       
         

                                  (31) 
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From the properties of the exponential functions, the equation 

31 become as the following equation: 

 

                   
 

    
 

After some calculations, simplify 

 

              
 

   
                                                 (32) 

 

            
 

             

3. NUMERICAL RESULTS AND 

DISCUSSIONS 
This section presents the results of the proposed analytical 

model. The model is based on the formulation of linear 

mathematical equations. Fig.1a presents the saturation 

throughput versus network size (number of nodes, n) for 

different BER values with W = 32 and m = 3. Fig.1a also 

indicates the effects of the BER on the throughput and 

network performance. The Figure shows that the throughput 

strongly depends on the BER, and the throughput always 

degrades with increasing BER such as when the BER = 10−4.  

Table 1. Physical  and MAC Layers System 

Parameters 

Parameter Values 

Packet payload (bytes) 1023 

MAC header (bits) 272 

PHY header (bits) 128 

ACK  Size (bits) 112 

CTS Size (bits) 112 

RTS Size (bits) 160 

DIFS (µsec) 128 

SIFS (µsec) 28 

Slot time (σ) (µsec) 50 

CWmin  (units of  SLOT) 16 

CWmax (units of  SLOT) 1024 

Channel propagation delay (δ) (µsec) 1 

PLCP Preamble Size (bits) 96 

PLCP Header Size (bits) 32 

Channel bit rate (Mbps) 1 

 

The best performance is obtained when the BER = 10−8. The 

throughput does not always remain constant as n increases 

(Fig. 1a). 

The throughput versus n at low BER values (10−6 and 10−8) 

and at the lossless channel condition (BER = 0) are presented 

in Fig. 1b to show more detailed results on saturation 

throughput performance. The results indicate that the 

throughput values do not remain constant and decrease with 

increasing n. 

The best throughput value is achieved with a low BER. 

Throughput decreases with increasing n because an increasing 

n increases the collision probability (Pc). Accordingly, the 

increase in P leads to a decrease in packet transmission 

probability (  ), thus causing a decreased in the probability of 

successful transmission (PST). Consequently, the saturation 

throughput (STH) decreases as indicated in Eq. 25. 

 
Fig. 2 presents the saturation throughput versus W with m = 3, 

n = 50, with different BER values. The throughput increases 

with increasing W. The optimal throughput value is achieved 

at W = 256. Thereafter, the values of W will exceed 256, and 

the throughput values will start to decrease slightly. The 

reason for this phenomenon will be discussed later in Figs. 4a 

and 4b.  
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Fig. 3 shows the saturation throughput versus m at W = 32, n 

= 50, and different BER (10−5, 10−6 , and 10−8). The figure 

demonstrates that the optimal values of the saturation 

throughput are obtained with m = 6, W = 32, and n = 50 for 

the three values of BER. The optimal values of the saturation 

throughput depend on the network working conditions in 

terms of the number of nodes (n), W, and m. 

 
Fig. 4a depicts the BER versus n under W = 32, 128, and 256, 

which explains the effects of W in case the BER at a large n 

(more than 200 nodes). Fig. 4b presents the effects of W in 

case the BER at a lower n (less than 200 nodes). BER 

increases with increasing network size. However, the best 

performance of the network occurs when W = 256. Therefore, 

Fig. 4a shows BER = 10−4 can be achieved when n = 50 at W 

= 32. The same BER = 10−4 can be achieved when n = 188 

and 386 at W = 128 and 256, respectively. Therefore, W = 128 

or 256 is better utilized with a large n in the network because 

the size of the backoff window is crucial and changes 

depending on network conditions (i.e., BER and n). For 

example, if the window size is considerably small, the backoff 

waiting time for the nodes after collision occurs will also be 

small. In this case, a higher probability exists that two nodes 

will attempt to transmit at the same time, thus leading to an 

increase in the possibility of collision. The increase in the 

possibility of collision leads to an increase in BER. However, 

a considerably large window size means that the nodes may 

wait longer before transmitting, thus leading to an increase in 

delay and a decrease in throughput. Eq. (12) shows that PC 

depends on n and W. 

 

Fig. 5 presents the BER versus the packet length with n = 10 

and two different minimum window sizes (32 and 128). BER 

decreases with increasing PPL because an increase in PPL 

leads to an increase in the successful transmission time slots 

(TST). By contrast, an increase in PPL leads to an increase in 

STH. Fig. 5 also shows that the best performance can be 

achieved with the fewest number of nodes in the network (n = 

10) when W = 32 compared with when W = 128. 

Consequently, the selection of W depends on network size. Pc 

Fig. 6 shows the BER versus the number of nodes when W = 

32 and PPL = 1500 bytes. The figure demonstrates that the 

increases number of nodes due to increases the BER. 
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Fig. 7 shows the BER versus the minimum window size under 

n = 10, PPL= 1500 bytes, and m = 3. The figure shows that 

the increases the minimum window size due to increase the 

BER is low because the n in the network is few. 

Fig. 8 presents the BER versus the error probability in the data 

and control frame transmission (Pe). BER increases with 

increasing (Pe). The minimum BER is 7.8486×10−6 when Pe = 

0.1, and the BER is equal to 1.7151×10−4 when Pe = 0.9 with 

PPL = 1500 bytes, W = 32, and m = 3. Fig. 8 evidently shows 

that the effect of Pe on BER and network performance. 

Fig. 9 shows Pc versus n when W = 32, 64, and 128. Pc rapidly 

increases at W = 32 as the network size grows. The best 

performance occurs when W = 128 because the chances for 

two nodes to attempt to transmit at the same time are 

numerous when W is small. This phenomenon leads to an 

increase in the possibility for collision. 
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4. CONCLUSION 
This article presents an accurate analytical approximation 

model of throughput performance analysis for IEEE 802.11 

DCF that uses the RTS/CTS mechanism in wireless networks 

for noisy channels. In the model, the probability of errors in 

the data frame and control frames (RTS, CTS, and ACK) is 

considered. The results analysis of this paper demonstrates the 

relationship between the saturation throughput and network 

size (number of nodes, n), maximum backoff stage (m), 

packet transmission size and W with different BER values. 

The proposed analytical model examines with different 

number of nodes and different values of  m, W and BER. The 

results confirm that the performance of IEEE 802.11 DCF 

strongly depends on BER, network size, packet length, and W.  
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