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ABSTRACT 
Speech is the output of a time varying excitation excited by a   

time varying system. It generates pulses with fundamental 

frequency F0. This time varying impulse trained as one of the 

features, characterized by fundamental frequencyF0and its 

formant frequencies. These features vary from one speaker to 

another speaker and from   gender   to gender also. In this 

paper the effect of gender on improving speech recognition is 

considered. Variation in F0 and formant frequencies is the 

main features that characterize variation in a speaker. The 

variation becomes very less within speaker, medium within 

the same gender and very high among different genders. This 

variation in information can be exploited to recognize gender 

type and to improve performance of speech recognition 

system through modeling separate models based on gender 

type information. Five sentences are selected for training. 

Each of the sentences are spoken and recorded by 20 

female’s speakers and 20 male speakers. The speech corpus 

wills be preprocessed to identify the voiced and unvoiced 

region. The voiced region is the only region which carries 

information about F0. From each voiced segment, F0and the 

first three formant frequencies and also MFCC features are 

computed. Each forms the feature space labeled with the 

speaker identification: i.e., male or female. This information 

misused to parameterize the model for male and female. K-

means algorithm is used during training as well as testing.  

Testing is conducted in two ways: speaker dependent testing 

and speaker independent testing. SPHINX-III software by 

Carnegie Mellon University has been used to measure the 

accuracy of speech recognition of data taking into account the 

case of gender separation which has been used in this 

research. 

Keywords 
Speech recognition (SR), Linear Prediction Coding (LPC), 
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1. INTRODUCTION 
As speech recognition      is a Complex task it is still difficult 

to find the complete solution, because every human being has 

his/her own different characteristics of voice, this in itself has 

become one of the main problems in the field of speech 

recognition [9-16]. 

 It is worth pointing out the fact that this research investigates 

an approach for identifying genders from spoken data and 

builds separated models for gender that   can   enhance   the   

performance   of speech recognition by reducing the search 

space in lexicon. Studies in gender classification using voice 

shall give insights to how humans process voice information. 

What may be important is that gender information is 

conveyed by the F0, type of sound, and the size of vocal tract. 

It can be assumed that modeling the vocal tract using Linear 

Prediction Coding (LPC) and Cestrum in formation [1,2]. 

Furthermore, small errors in gender classification can be 

allowed as sometimes it is even hard for a person to identify 

the gender of a speaker. Studies by Susan Schötz at Lund 

University [3] have showed that a feature based system with a 

trained decision tree can successfully classify male and female 

voices automatically.  However, her studies have been most 

concentrated on age separation. 

In the context of speech recognition, gender separation can 

improve the performance of speech recognition by limiting 

the search space to speakers from the same gender. The 

automatic speech recognition is aimed to extract the 

sequence of spoken words from a recorded speech signal and 

so it does not include the task of speech understanding, 

which can be seen as an even more elaborated problem. In 

the gender classification accuracy, it has been noticed that 

perhaps the most important variability across speakers 

besides gender is a role played by accent. Therefore, it is 

probably that any recognition system attempting to be robust 

to a wide variety of speakers and languages should make 

some effort to account for different accents that the system 

might encounter. 

In this paper, two main approaches have been applied which 

can be used for gender separation. One approach is to use 

gender dependent features, such as the pitch and formants. The 

other approach is to use a general pattern recognition based on 

general speech features such as the Me1Frequency Cepstral 

Coefficients (MFCCs) [4]. The pitch information was used in 

[5] for the problem of gender separation. However, 

fundamental frequency and formant frequencies estimation 

relies considera -bly   on   the   speech   quality. Although the 

quality of speech used in this study was not free from noise, 

tried to improve the gender model by using K- means 

algorithm to get high accuracy. Current   state   of   the   art   

of   speech recogn -ition systems (HMM based or Hybrid 

model) acoustic model performance is  very   low   and   

without language model, current speech recognition system 

should not be applied to any purpose. Improvement of acoustic 

model has   greater impact on speech recognition system. 

Moreover, designing gender dependent speech recognition 

system model improves the performance of speaker 

independent and large vocabulary size speech recognition 

system.  Hence, this paper is intended to explore and test the 

performance of gender separation system. As mentioned 

above, gender recognition system will make use of the basic 

features like fundamental frequency and the first three formant 

frequencies and also MFCCs. 

2. IMPLEMENTATION  
Gender separation is the process of separating the speaker's 

gender type directly from the acoustic information. This is 

possible using gender invariant feature separation and 

learning from variations within gender. Furthermore, Speech 

is produced as a result of convolution of excitation of the 
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vocal cord with the vocal tract system coupled with the nasal 

tract. It is decided to make a practical study of effect of 

gender on improving speech recognition system, trying to 

find out the most correct results by implementing different 

methods, techniques and procedures. This paper depends on 

the use of several ways of techniques to extract the features 

that can be more useful to identify gender and build separate 

models for gender that can enhance the performance of 

speech recognition through those models by limiting the 

search space to speakers from the same gender. This practical 

study was carried out though several stages that will be 

described as follows. 

Stage 1:  Data Collection 

Training Data: 
20 female and 20 male speaker subjects are selected to 

record 5 properly selected sets of sentences. The selected 

recorded sentences for the training purpose are: welcome, 

where Mike is, I believe you are fine, Have fun with him, 

Thanks to God. 

Testing Data: 
For the testing purpose, 10 females and 10 males have been 

selected to speak one sentence and each has been recorded. 

In fact, every speaker as given a sentence different from 

other speaker. It has to be observed that the group of testing 

is actually independent from that of the training data. 

Stage 2: Feature Extraction 

In this stage, we are going to build the process that can 

identify the gender type on the basis of individual information 

included in speech waves through extracting the features, viz, 

fundamental frequency F0, formant frequencies F1, F2, and F3 

and MFCCs from the collected training data making separate 

models depending on the type of features and optimal 

parameters for each gender. These formant frequencies and the 

fundamental frequency show high variation from one speaker 

to another. The variation becomes higher when the comparison 

is among speakers of different gender. 

This process is represented in Figure 2.1. Below technically, 

when the voice characteristics of utterance are checked, there 

will be a wide range of probabilities that exist for 

parametrically representing the speech signal for the gender 

separation task such as Linear Prediction Coding (LPC), Mel-

Frequency Cestrum Coefficients MFCCs). 

 

 

Stage3: Feature Matching and Decision Making 

In this stage, extracted the same feature type for testing   data   

as   done during training stage. Then applied the concept to 

pattern recognition   to classify objects of interest in to one of 

the desired gender types. The objects of interest are called 

sequences of vectors that are extracted from an inputs 

speech. The type of gender here refers to individual gender. 

Since the classification procedure in our case is applied on 

extracted features, it can be also referred to as feature 

matching.  

The K-means approach [6, 7, 8] is used because of its 

flexibility and ability to give high recognition accuracy. K-

means can be simply defined as a process of mapping vectors 

from a large vector space to a finite number of regions in that 

space. Each region is called a cluster and can be represented 

by its center called a code word. The collection of all code 

words is called a code book.  The gender separation System 

will compare the code books of the tested speaker with the 

code books of the trained speaker. In other words, during 

recognition, among the models, the best model that maximizes 

the joint probability of the given observation will be selected 

as recognized model. The best matching result will be the 

desired gender type and this can be verified as the decision 

making logic taking into account. That the system decision 

may misclassify the gender type unless the two following 

criteria are satisfied. 

The system has found the lowest Euclidean Distance 

between the code book tested and the various trained 

codebooks. 

The distance calculated falls below are defined     

threshold     of acceptance.  

Finally, the gender type which is modeled by their cognized 

model will be given as an output of our system. 

3. DATA ANALYSIS & OBSERVATION 
In this section, the data analysis of the work is discussed. 

Figure2.3.shows feature extraction (F0, F1, F2 and F3) in 

which the utterance welcome of both genders is analyzed 

showing that female on the right and male on the left. It shows 

that female speakers have higher pitch and formant frequency 

than male. The other utterances can be considered by means of 

analogy. Regarding the techniques of feature extraction, each 

sub figure has its description as below in Figure2.3. 
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 It has to be taken into consideration that we have 

implemented 25 experiments to evaluate the Accuracy 

Techniques which we have used in our study for gender 

separation. These experiments depend on the number and 

dimensions of clustering. The variation of the number and 

dimension plays a very important role in the accuracy of 

gender separation due to the diversity of the feature extraction 

of every technique as showing the charts and Tables (2.1 to 

2.5) that represent the accuracy of MFCC, Auto correlation, 

Cepstrum, and LPC techniques respectively. 

 

4. CONCLUSION AND FUTURE WORK 
Speech is considered as the essential form of communication 

between humans. It plays a central role in the interaction 

between human and machine, and between machine and 

machine. The automatic speech recognition is aimed to extract 

the sequence of spoken words from a recorded speech signal 

and so it does not include the task of speech understanding, 

which can be seen as an even more elaborated problem.  

Because of the fact that the goal of speech recognition is still 

far away from the optimal solution for higher accuracy, the 

gender separation system has been proposed to enhance the 

performance of speech recognition through building separate 

gender models by limiting search from whole space of 

acoustic models that can further lead to improve accuracy of 

speech recognition. 

Although the speech data used in this study are collected from 

different nationalities with different accents (Arabs, Russians, 

Americans and Indians) and recorded in different sampling 

rate and channels. High accuracy of gender recognition is 

obtained by using the techniques which have been mentioned 

so far. 

When the data is mixed from both genders, the accuracy 

resulted in 58%, and we consider this as allow results of 

accuracy. But when we separate the gender type, an 

increase of accuracy is obtained. This appears obviously 

through the results achieved by the same gender of female 

which is 84%, while the accuracy results of the same 

gender of male is 78%. In the step followed, we test the 

accuracy within the same gender and same speaker and the 

accuracy resulted is 100%. 

In addition, for the training data of male and testing data of 

female, the accuracy of speech recognition resulted in 45%, 

while training data of female and testing data of male is 

resulted in 34%. Moreover, the results of same accents 

(Indian Accent) appear to be somewhat different for   both   

genders. Their accuracy is 70%. And when they are 

separated the accuracy of male is 72 % whereas the 

female's is 90%. To sum up, we conclude that the gender 

separation and accent plays an important role in increasing 

the rate of accuracy results of speech recognition. When 

applying K-means algorithm as pattern recognition for the 

extraction   of features, the results of the experiments for 

estimated pitch value through Autocorrelation and Cestrum, 

haves hown 100 % accuracy. MFCC also has show100 % 

accuracy while giving 90% when LPC is used to estimate 

formant frequencies. Consequently, we conclude that pitch   

and MFCC features are more suitable and strongly advised    

to distinguish the gender type rather than formant frequency 

alone because it may be more sensitive to noise and  accent 

variation than pitch value and MFCC features.  

Speech Recognition Accuracy Results: Speech 

recognition accuracy has been measured under Sphinx 

system and the results are as follows: 

 

Future work

 

In future work, we are planning to expand the range of 

evaluation set and examine the specific types of errors the 

system makes in the technique that gives low accuracy. We 

areal so planning to invest the performance of the system to 

make it applicable, usable as well as useful for the study 

purpose in speaker- separation and speaker-verification. 

Summary 
In our experiments, we have been Able to show that speech 

recognition accuracy could be improved depending on 

separate   gender   model   (i.e.,   using   a speaker of the same 

gender). However, it is argued that following a speaker 

dependency (male/female) itself leads to some extent to the 

improvement of the speaker accuracy. That would require 

gender classification before transcription of each new speaker, 

but our research has shown that this can be done accurately 

and in real time. 

 In both the gender separation accuracy and the speech 

recognition accuracy of Sphinx transcriptions in our work, we 

have noticed that the accent variability among speakers plays a 

crucial role in speech recognition accuracy besides gender.  

Therefore, it seems that any recognition system attempting to 

be robust to a wide variety of speakers and languages should 

make some effort to account for different accents that the 

system lightens counter. Thus, our initial study in gender 

separation has demonstrated the benefits of combining gender 

type for improving speech recognition accuracy through 

MFCC, and autocorrelation technique shaving better 

performance than others. 
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