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ABSTRACT 

The goal of this research was to investigate how application 

architecture impacts the performance of cloud-based 

applications. One specific area of examination was to 

determine the correlation between throughput and scalability 

of applications in a cloud computing environment. 

The experimental methodology was adopted for the study. 

Microsoft Azure cloud platform and Microsoft Visual Studio 

Team Services were used to conduct graduated load 

performance tests. A convenience sample for the experiment 

consisted of seventeen web applications. Advanced statistical 

analysis of the results was conducted using Pearson 

Correlation Coefficient analysis. 

The results revealed that there was a strong positive 

correlation between throughput and scalability of cloud based 

applications, which was statistically significant. Therefore, 

through the experimental methodology, the null hypothesis 

was rejected and the alternative hypothesis was accepted. 
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1. INTRODUCTION 
Cloud computing is a type of Internet-based computing that 

provides shared computer processing resources and data to 

computers and other devices on demand. It is a model for 

enabling ubiquitous, on-demand access to a shared pool of 

configurable computing resources (e.g. computer networks, 

servers, storage, applications and services) which can be 

rapidly provisioned and released with minimal management 

effort [1].  

Cloud computing has very quickly become one of the hottest 

topics – if not the hottest one – for practicing engineers and 

academics in domains related to engineering, science, and art 

for building large-scale networks and Internet applications [2]. 

Based on the defined benefits and the risks of cloud 

computing [3], enterprises are considering migrating their 

existing applications to the cloud or implementing new cloud-

based applications. 

Migration to cloud computing is a strategic business decision 

that can affect performance, productivity, growth, as well as 

increase competitiveness. The decision to migrate is usually 

complicated and dynamic due to the immaturity and the still 

evolving nature of the cloud computing environment [4]. 

By understanding how architecture relates to the performance 

of applications in the cloud, businesses can make well 

informed decisions on the adoption of a cloud computing 

strategy. It would then be possible to identify application 

architecture patterns that satisfy the performance expectations 

when enterprises are considering migrating existing 

applications to the cloud or developing new cloud-based 

applications. 

The results of the study provide a basis for recommending 

application architecture considerations for migrating existing 

applications to the cloud and for developing new cloud based 

applications. The results also form a good foundation for 

further research into this relatively new area of academic 

study in cloud computing. 

2. LITERATURE REVIEW 

2.1 Previous Efforts in Understanding 

Throughput and Scalability 
In his book, [5], seeks to clarify the difference between 

performance and scalability by asserting that the terms 

“performance” and “scalability” are commonly used 

interchangeably, but the two are distinct: performance 

measures the speed with which a single request can be 

executed, while scalability measures the ability of a request to 

maintain its performance under increasing load. 

He illustrates this definition with an example that the 

performance of a request may be reported as generating a 

valid response within three seconds, but the scalability of the 

request measures the request’s ability to maintain that three-

second response time as the user load increases. 

In his blog, [6], proposes that a service is said to be scalable if 

when there is an increase in the resources in a system, it 

results in increased performance in a manner proportional to 

resources added. He further explains that increasing 

performance in general means serving more units of work, but 

it can also be to handle larger units of work, such as when 

datasets grow. 

While giving a critique to this definition, [7], argues that the 

statement "A service is said to be scalable if when we increase 

the resources in a system, it results in increased performance 

in a manner proportional to resources added" is ambiguous. 

He further explains that, one can have a perfectly scalable 
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system but if no resource is maxed out before adding new 

resources, it is unlikely that to see any performance 

improvement. 

From his point of view, [7], postulates the definition of 

scalability as a constant ratio between workload and 

throughput. By this definition, he explains that if workload 

increases proportionally to the resources added, then the 

throughput should increase in that same proportion. 

In yet another effort to define scalability, [8] posits that 

scalability for a given application A on a platform P is: 

S(A,P) = R(A,P) / C(A,P) 

where 

R = Maximum number of requests processed per second by 

application A on platform P 

C = Cost of hardware and software to develop and support 

application A on platform P 

2.2 Conceptual Framework 

2.2.1 Variables 
For the conceptual framework, the definition by [8] was 

adopted as follows:  

Scalability for a given application A on a platform P is 

Scalability S(A,P) = 
Throughput T(A,P)

Cost C(A,P)  

Using this definition, the variables to be measured in the 

conceptual framework are: 

Independent variable: Load L(A,P), measured by number of 

concurrent users using application A on platform P 

Dependent variable: Throughput, T(A,P) measured by the 

maximum number of requests processed per second by 

application A on platform P 

2.2.2 Hypothesis 
For the conceptual framework, the definition by [8] was 

adopted as follows:  

The following thesis statement was postulated: As throughput 

increases, scalability increases. Therefore, there is a positive 

relationship between throughput and scalability, such that 

high values of throughput are associated with high values of 

scalability. 

The null hypothesis for this test was: 

H0: ρ = 0; the correlation coefficient for the population is 

zero. There is no statistically significant relationship between 

throughput and scalability of applications. 

The alternative hypothesis for this test was: 

H1: ρ ≠ 0; the correlation coefficient for the population is not 

equal to zero. There is a statistically significant relationship 

between throughput and scalability of applications. 

3. METHODOLOGY 

3.1 Experimental Research 
Experimental research method [9] was used in this study. The 

study sought to find answers to the following questions: 

 How does changing work load affect the response 

time of an application request? 

 How does changing work load affect the throughput 

of an application? 

3.2 Experimental Group 
For this experiment, convenience sampling technique [10] 

was used. Using this technique, 17 web applications were 

identified as available and accessible for performing 

graduated load tests, forming the experimental group listed in 

the table below: 

Table 1. List of web applications used in the experiment 

Web Application URL Description 

http://practiceselenium.com 

 

Generic website with static 

html pages 

http://store.demoqa.com  Basic e-commerce web 

application 

http://automationpractice.com End-to-end e-commerce 

website 

http://webappsecurity.com  Online banking application 

http://nopcommerce.com   Fully functional e-

Commerce site 

http://www.globalsqa.com     Generic website with 

HTML Modules 

http://newtours.demoaut.com Tours & Travel booking 

application 

http://awful-valentine.com Basic e-commerce web 

application 

http://demo.borland.com Insurance company web 

application 

http://phptravels.com Online Travel operations 

application 

http://demoqa.com Generic website with rich 

UI functions  

http://thedemosite.co.uk Generic website for 

performance testing 

http://way2automation.com Generic website for 

performance testing 

https://ultimateqa.com Generic website for 

performance testing 

https://qtptutorial.net Generic website for 

performance testing 

http://ibm.github.io Portal for IBM open source 

at GitHub 

http://square.github.io A simple, static portal  

These applications were subjected to the same treatment by 

conducting the graduated load test [11] and recording the 

performance data. 
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3.3 Laboratory Environment 
A cloud computing simulator platform was used to test the 

performance of different applications. 

The cloud simulator was based on Microsoft Visual Studio 

Teams Service (www.visualstudio.com) on Microsoft Azure 

portal (https://azure.microsoft.com), a cloud-based load 

testing environment leveraging Microsoft Azure cloud 

computing resources and services. 

3.4 Test and Data Collection Procedure 
For each application, the graduated load test was conducted 

and the performance data recorded. This test procedure was 

repeated for each application in the sample population using 

the test parameters shown in the table below: 

Table 2. Test parameters used in the graduated load tests 

Test Parameter Value 

Run duration (minutes) 5 

Load pattern Step 

Max v-users 200 

Start user count 10 

Step duration (seconds) 10 

Step user count (users/step) 10 

Warmup duration (seconds) 0 

Browser mix IE – 60%, Chrome – 40% 

Geo-location West US (California) 

Throughout the experiment, values of the independent 

variable were recorded and the effects on the dependent 

variable observed and recorded using the tools available in the 

laboratory cloud computing environment. 

3.5 Data Analysis 
Data analysis was conducted using the Pearson correlation 

coefficient, which is a measure of the strength of a linear 

association between two variables and is denoted by r [12]. 

4. RESULTS AND DISCUSSIONS 
A set of results from the experiments conducted have been 

selected for discussion in the paper. 

4.1 Graduated Load Test Pattern 
The graph below, figure 1, shows the graduated load test 

pattern achieved with the test parameters above. 

Figure 1. Graduated load test pattern 

From the graph, in figure 1 above, it was observed that the 

number of concurrent users increased steadily by 10 users 

every 10 seconds from the initial 10 users to the set maximum 

of 200 concurrent users. The maximum number of concurrent 

users was achieved after 3 minutes and 10 seconds. The test 

continued up to the set period of 5 minutes. 

4.2 Results for Selected Test Applications 
For each test application, the results captured 4 attributes: 

performance, throughput, errors and the tests conducted. The 

results for two test applications are presented here. One 

application represents the attributes of applications considered 

to have a good architectural design while the other application 

represents the attributes of applications considered to have a 

constrained architectural design. 

4.2.1 Test Application 1 
The graduated load test results for the first test application, 

www.practiceselenium.com, are shown in table 3 below. 

Table 3. Results for test application 1 

Elapsed 

Time 

No. 

of 

users 

  Pages/ 

Sec   

  

Avg. 

Page 

Time   

  

Errors/ 

Sec   

  % 

Processor 

Time   

0:00           

0:15 20     11.80    0.24            -           17.92  

0:30 30     24.00    0.18            -           16.77  

0:45 50     40.20    0.18            -           23.23  

1:00 60     51.73    0.18            -           34.58  

1:15 80     67.00    0.18            -           40.63  

1:30 90     77.73    0.19            -           50.31  

1:45 110     91.60    0.19            -           60.52  

2:00 120   103.47    0.19            -           66.67  

2:15 140   116.13    0.23            -           71.46  

2:30 150   126.07    0.23            -           70.21  

2:45 170   139.13    0.26            -           75.52  

3:00 180   141.40    0.33            -           80.21  

3:15 200   149.60    0.41            -           87.71  

3:30 200   155.67    0.43            -           84.79  

3:45 200   159.73    0.42            -           85.00  
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4:00 200   155.00    0.43            -           84.69  

4:15 200   151.80    0.46            -           83.65  

4:30 200   152.13    0.44            -           85.31  

4:45 200   155.00    0.45            -           84.90  

5:00 200   148.00    0.42            -           83.44  

 

Performance 

From the performance graph below, figure 2, it was notable 

that both the average response time and the average page load 

time remained consistently low throughout the test period, as 

depicted by the y-axis scale of between 0 and 0.6 seconds. 

The average page load time increased consistently with the 

increase in user load in a similar pattern like the average 

response time. 
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Figure 2. “Performance” data for test application 1 

Throughput 

From the throughput graph below, figure 3, it was notable that 

the number of requests processed per second increased 

consistently with the increase in the number of concurrent 

users. It can be argued that throughput increased with increase 

in user load. At the same time, the number of pages per 

second increased marginally throughout the test period. 
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Figure 3. “Throughput” data for test application 1 

Errors 

From the errors graph below, figure 4, it was notable that no 

failed requests were recorded throughout the test period. 
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Figure 4. “Errors” data for test application 1 

Tests 

From the graph below, figure 5, it was notable that the 

number of tests processed per second was consistent with the 

increasing user load throughout the test period. At the same 

time, the average test time remained consistently low 

throughout the test period. 
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Figure 5. “Tests” data for test application 1 

Discussion 

The graduated load test results showed that test application 1, 

www.practiceselenium.com, which is a static HTML website, 

has a good architectural design and was able to provide a 

consistent user experience at all levels of user load used 

during the test, up to the peak level of 200 concurrent users. 

The application design also exhibited high scalability as 

throughput increased with increasing user load and no page 

load errors were recorded during the test. 

4.2.2 Test Application 2 
The graduated load test results for the second test application, 

www.store.demoqa.com, are shown in table 4 below. 

Table 4. Results for test application 2 

Elapsed 

Time 

No. 

of 

users 

  

Pages/ 

Sec   

  

Avg. 

Page 

Time   

  

Errors/ 

Sec   

  % 

Processor 

Time   

0:00           

0:15 20 0.40  9.50  2.20  13.75  

0:30 30 2.73  3.24  3.20  3.13  

0:45 50 8.13  2.65  13.33  8.23  

1:00 60 3.80  2.89  6.47  9.58  

1:15 80 1.13  13.53  6.33  6.67  

1:30 90 2.67  31.40  7.07  12.08  
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1:45 110 4.27  23.50  7.33  17.81  

2:00 120 4.93  15.51  10.27  9.79  

2:15 140 4.93  24.64  7.73  2.29  

2:30 150 3.93  29.75  7.60  1.15  

2:45 170 3.60  34.33  6.00  4.79  

3:00 180 6.20  30.11  9.27  5.00  

3:15 200 7.00  23.87  10.47  1.04  

3:30 200 5.47  30.27  7.67  1.46  

3:45 200 5.27  35.51  7.73  1.25  

4:00 200 6.33  34.48  7.27  0.83  

4:15 200 4.13  40.97  7.33  0.73  

4:30 200 7.07  29.54  8.60  1.35  

4:45 200 5.60  36.99  7.33  1.67  

5:00 200 3.53  42.26  5.00  0.83  

 

Performance 

From the performance graph below, figure 6, it was notable 

that both the average response time and the average page load 

time increased in an irregular pattern as the user load 

increased. At the same time, the values for the two metrics 

remained relatively high throughout the test period, as 

depicted by the y-axis scale of between 0 and 45 seconds. 
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Figure 6. “Performance” data for test application 2 

Throughput 

From the throughput graph below, figure 7, it was notable that 

the number of requests and number of pages processed per 

second reduced consistently with the increase in the number 

of concurrent users. It can therefore be argued that throughput 

decreased with increase in user load. 
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Figure 7. “Throughput” data for test application 2 

 

Errors 

From the errors graph below, figure 8, it was notable that rate 

of failed requests per second increased with the increase in 

user load and remained high throughout the test period. 
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Figure 8. "Errors" data for test application 2 

Tests 

From the tests graph below, figure 9, it was notable that the 

number of tests processed per second remained low 

throughout the test period in spite of the increase in user load. 

On the other hand, the average test time increased with 

increase in user load. 
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Figure 9. “Tests” data for test application 2 

Discussion  

The graduated load test results showed that test application 2, 

www.store.demoqa.com, which is an e-commerce application, 

has a constrained architectural design that affected user 

experience depending on the number of concurrent users used 

during the test, up to the peak level of 200 concurrent users. 

With increasing user load, the number of failed requests 

increased as well as the average page load time, lending the 

application to provide an inconsistent user experience with 

changes in user load. 

Compared to applications examined in previous tests, this 

application showed that throughput decreased with increase in 

user load as opposed to throughput increasing with user load. 

4.3 Classification of Test Applications 
Going by the performance results, the test applications were 

classified into the two categories. First category included 

applications that exhibited characteristics of a good 

architectural design and the second category was for 

applications that exhibited characteristics of a constrained 

architectural design. See table 5 below: 
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Table 5. Classification of test applications 

Good architectural design 

applications 

Constrained architectural 

design applications 

http://practiceselenium.com http://store.demoqa.com 

http://zero.webappsecurity.com  http://newtours.demoaut.com 

http://demo.nopcommerce.com http://automationpractice.com  

http://www.globalsqa.com http://awful-valentine.com 

http://demo.borland.com http://phptravels.com 

http://thedemosite.co.uk http://demoqa.com 

http://way2automation.com https://ultimateqa.com 

http://ibm.github.io https://qtptutorial.net 

  http://square.github.io 

4.4 Pearson Correlation Coefficient 

Analysis 
The analysis of these graphical results provided a good basis 

for conducting a high level evaluation of the performance of 

the test applications. However, this level of analysis was not 

adequate for testing the research hypothesis. In order to test 

the hypothesis, inferential statistical analysis was required.  

Inferential statistical analysis was conducted using Pearson 

Correlation Coefficient analysis to determine “r”, the 

correlation coefficient which shows the direction and strength 

of the relationship between throughput and scalability. 

4.4.1 Consolidated data 
The consolidated data below was used for the analysis: 

Table 6. X and Y values for correlation analysis 

No. 

of 

users 

 

Pages/ 

Sec  

 % 

Processor 

Time  

 

Throughput 

(T) 

 

Scalability 

(S) 

X-Values  Y-Values  

20 6.00 23.44 6.00 0.26 

30 13.73 26.88 13.73 0.51 

50 22.07 38.13 22.07 0.58 

60 24.13 29.90 24.13 0.81 

80 29.93 42.81 29.93 0.70 

90 37.27 36.67 37.27 1.02 

110 44.53 37.60 44.53 1.18 

120 49.53 37.50 49.53 1.32 

140 55.93 35.52 55.93 1.57 

150 59.47 22.19 59.47 2.68 

170 62.53 19.48 62.53 3.21 

180 66.87 23.02 66.87 2.90 

200 75.93 18.02 75.93 4.21 

 

SPSS Statistics software was used for correlation coefficient 

analysis, producing results shown below. 

4.4.2 Correlation coefficient values 
From the SPSS analysis shown in table 7 below, it was 

determined that the Pearson correlation coefficient, r, was 

.675. Since the sign of the Pearson correlation coefficient is 

positive and |r| > 0.5, there was a strong positive correlation 

between throughput and scalability. Therefore, Pearson 

correlation analysis showed there was a strong positive 

correlation between throughput and scalability, r = .675. 

Table 7. Correlation analysis showing coefficient values 

  Throughput Scalability 

Throughput 

Pearson 

Correlation 
1 .675* 

Sig. (2-tailed)   0.011 

N 13 13 

Scalability 

Pearson 

Correlation 
.675* 1 

Sig. (2-tailed) 0.011   

N 13 13 

*. Correlation is significant at the 0.05 level (2-tailed). 

 

4.4.3 Determining statistical significance 
A test for statistical significance was conducted to test the 

hypothesis about the linear relationship between the variables 

in the population the sample was selected from. 

From the output table 8 below, the statistical significance (p-

value) of the correlation coefficient in this analysis was .011. 

Since p < .05, in this case (p = .011), it was determined that 

the correlation coefficient was statistically significantly 

different from zero. The analysis therefore showed there was a 

statistically significant strong positive correlation between 

throughput and scalability, r = .0.675, p = 0.011. 

Table 8. Output showing statistical significance 

  Throughput Scalability 

Throughput 

Pearson 

Correlation 
1 .675* 

Sig. (2-tailed)   0.011 

N 13 13 

Scalability 

Pearson 

Correlation 
.675* 1 

Sig. (2-tailed) 0.011   

N 13 13 

*. Correlation is significant at the 0.05 level (2-tailed). 

 

4.4.4 Discussion 
Pearson Correlation Coefficient analysis was conducted to 

assess the relationship between throughput and scalability for 

the graduated load test results for all test applications used in 

the experiment. 

Preliminary analyses showed the relationship to be linear with 

both variables normally distributed, as assessed by Shapiro-

Wilk's test (p > .05). Correlation coefficient analysis results 

showed that there was a strong positive correlation between 

throughput and scalability, r(11) = .675, p = 0.011, with 

throughput explaining 45.56% of the variation in scalability. 

http://store.demoqa.com/
http://zero.webappsecurity.com/
http://newtours.demoaut.com/
http://demo.nopcommerce.com/
http://www.globalsqa.com/
http://awful-valentine.com/
http://demo.borland.com/
http://phptravels.com/
http://thedemosite.co.uk/
http://demoqa.com/
http://way2automation.com/
https://ultimateqa.com/
http://ibm.github.io/
https://qtptutorial.net/
http://square.github.io/
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It was also determined that strong positive correlation 

between throughput and scalability was statistically 

significant. Therefore, the null hypothesis was rejected and 

the alternative hypothesis was accepted. 

5. CONCLUSION AND 

RECOMMENDATIONS 
Through a detailed literature search and review, development 

of a conceptual framework, using a quasi-experimental 

methodology for testing and data collection; and using 

inferential statistical analysis tools, the research objectives 

were achieved. 

Using Microsoft Visual Studio Team Services (VSTS) on 

Microsoft Azure cloud platform, graduated load tests were 

conducted and performance data recorded for all applications 

in the sample population. 

From the empirical data and Pearson Correlation Coefficient 

statistical analysis, it was determined that there was a strong 

positive correlation between throughput and scalability, which 

was statistically significant. This means that there is a linear 

relationship between scalability and throughput, such that 

high values of scalability are associated with high values of 

throughput and vice versa. Therefore, the null hypothesis was 

rejected, and the alternative hypothesis was accepted. 

5.1 Recommendations for Further 

Research 
This was a very foundation study in the area of application 

architecture and performance management of cloud-based 

applications. According to the literature search and review 

conducted, limited academic research has been conducted in 

this area. 

Future research is therefore encouraged, particularly to 

improve on the conceptual framework and the experimental 

design so as to increase the internal and external validity of 

the research findings on how architecture impacts the 

performance of cloud-based applications. 

The scope of further research should address some of the 

limitations in the current study such as adopting a true 

experiment design with random sampling method and having 

a control group. 

In addition, the range of tests should be diversified to include 

online business transactions such as e-commerce, financial 

and data base query processing transactions. 

5.2 Implications to Practitioners 
The subject of cloud computing, application architecture and 

application performance are very important to cloud 

computing practitioners, who include cloud computing 

consultants, cloud services design professionals, solution 

architects, application performance management solution 

providers and professionals, business leaders among others. 

This study has brought out very important factors that should 

be considered when businesses are developing a cloud 

computing strategy for business applications: 

 Applications should be designed for high scalability, 

which translates to high throughput and therefore the 

ability to process more transactions for more users 

without impacting performance. 

 It is important to check the performance of an application 

before it is launched or before deploying updates to 

production. 

 Through such performance tests, key decisions regarding 

the application readiness to meet the performance 

expectations for the targeted user base can be 

determined, avoiding frustration from users and potential 

loss of business due to failure of services at peak loads. 

 With test performance data available, businesses can 

make well informed decisions regarding whether to 

migrate existing applications to the cloud or to develop 

new cloud based applications, or even, to maintain their 

existing on premise applications. 
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