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ABSTRACT 
A non-parametric, very simple to use, effective instance-based 

learning algorithm called K-Nearest Neighbor (KNN), is most 

widely used to classify the objects in data mining. KNN has 

some shortcomings which affect its classification performance 

like the equal impact of all attributes, curse of dimensionality, 

the value of „k' parameter and simple voting. A variety of 

techniques are developed in literature to get better 

performance. This paper presents an improved algorithm 

called dual weighted KNN that is a combination of attribute 

weighted and instance weighted techniques. To verify the 

performance of proposed algorithm it is conducted on 

fourteen different datasets taken from UCI in „R‟ data mining 

tool. The results show that the proposed algorithm 

significantly outperforms than traditional KNN, Attribute 

weighted KNN and Instance weighted KNN. 
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1. INTRODUCTION 
Data mining is a process of finding useful information from a 

quantity of data stored in data warehouses or any other data 

repositories. It uses the classification algorithms to assign the 

categories of objects from predefined categories. KNN is one 

of the top ten algorithms used in data mining for classification 

because it is very simple and very effective algorithm. It is the 

first choice when we don't have any prior knowledge about 

the distribution of datasets as it is a non-parametric algorithm. 

This algorithm was firstly proposed by T.M cover and P.E 

Hart in 1950 [1] [2]. It is used for classification as well as for 

regression in various fields like text categorization, ranking 

models, object recognition, event recognition, medicine, 

agriculture, finance etc.[3].  

KNN is also known as a lazy learner because in its training 

phase it simply stores all the tuples or do less calculation on 

the training dataset and awaits until a test tuple is given to it 

[1] [4].When a test tuple is given, it calculates the similarity 

between the test tuple and all the training tuples by using 

distance metrics. the best distance metrics are used like 

Manhattan distance, Minkowski distance, Mahalanobis 

distance, Chebyshev distance, and the most commonly used 

distance metric used in  KNN is Euclidean distance metric 

which gives better results as compared to other distance 

metrics [5] [6]. The Euclidean distance metric is used when 

the attributes are not strongly correlated [5] [6]. Let  x is a 

sample whose class label is unknown and y is a set of n 

training tuples [7] then the Euclidean distance 𝑑(𝑥, 𝑦) is 

calculated using the formula : 

𝑑(𝑥, 𝑦) =    𝑎𝑖 𝑥 − 𝑎𝑖 𝑦  
2𝑛

𝑖=1       

When the distance between test tuple and training tuples is 

calculated, „k‟ number of nearest neighbors are selected and 

the most common from the neighbors of test tuple „x’ 

presented by to the test tuple[7]. It is known as class 

probability estimation method: 

𝑐 𝑥 = 𝑎𝑟𝑔𝑚𝑎𝑥  𝛿 𝑐, 𝑐 𝑦𝑖  
𝑘
 𝑐𝜀𝐶  𝑖=1    

 Where yi = y1, y2 ….k are the „k' nearest neighbors of x, „k‟ is 

the number of neighbors and 𝛿 𝑐, 𝑐 𝑦𝑖  =1 if c= 𝑐 𝑦𝑖  and 

𝛿 𝑐, 𝑐 𝑦𝑖  =0 otherwise.  

Some key advantages of KNN are: (1) very simple to use, (2) 

it takes very small time in its training phase, (3) easy to 

implement and to understand, (4) gives effective results in 

large datasets as compared to other algorithms, (5) it is 

independent of data distributions (6) it is robust to noisy data; 

(7) Effective results when training data is large. 

KNN algorithm has some disadvantages as follows: (1) its 

classification phase takes more time as compared to its 

training phase; (2) it requires large memory to hoard all 

training dataset; (3) it is highly dependent on the size of 

dataset, when the number of samples increases KNN classifier 

gives the better classification results; (4) it faces a challenging 

problem to select and decide the appropriate value of „k' 

parameter. 

The performance of KNN mainly affected by three factors:  

the value of „k' parameter, distance metric and the method 

which is used to predict the class label. Generally, it uses 

simple majority voting from its nearest neighbors. 

KNN is very sensitive to the value of „k' parameter because 

the large or small value of „k' has different characteristics [6]. 

The selection and deciding the value of „k‟ parameter is one 

of the challenging problems in KNN. When k=1, the simplest 

form of KNN is called as the nearest neighbor rule   [6] [1].   

 In 1967 Cover and Hart suggest that k=1 is the optimal value 

for some distribution. If „k' is very small the classification 

results are very sensitive to dataset sparseness and noise, 

vague or mislabeled points, there is a large variation in results 

which makes it inconsistent to use [8]. If „k' is very large 

many outliers within the neighborhood from other class can 

be selected and it misleads the classification results, also the 

classifier becomes bias towards the majority class prediction 

which is another key issue in KNN. Hence, the classification 

performance of KNN is strongly dependent on the selected 

value of „k'. 

KNN does not require any prior knowledge about the dataset 

and it assumes that instances in the datasets are separately and 

identically distributed, so the instances which are close to 

each other have the same classification [8]. The simplest 

majority voting of the class labels for KNN can be a problem 

if the nearest neighbors vary widely over their distances and 

the closer ones more reliably indicate the class of the query 
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object [3]. Computational cost, memory limitations and time-

consuming process for searching „k' neighbors in multimedia 

of high-dimensional datasets are some another problems in 

KNN. 

The rest sections of this paper are structured as follows: In 

Section II the related work is briefly discussed and Section III 

expresses the proposed algorithm Dual weighted KNN.  The 

analysis and results of the experiment are shown in Section 

IV. The last Section V presents the conclusion and future 

scope.  

2. RELATED WORK 
Though KNN is very simple to use and most widely used 

algorithm, there are number of shortcomings in it. Many 

researchers and authors have proposed various techniques to 

overcome these shortcomings. Some of those techniques are 

described below: 

2.1 Distance Weighted KNN 
Deciding the value of „k' parameter is an important part of 

KNN algorithm but it is a very challenging problem to choose 

the best value of „k'. KNN assigns the majority class from its 

neighbors who create a biasing problem in case when the 

datasets contain more tuples with major class and fewer tuples 

with minor class.  If the selected value for „k' is very small 

then there is a large variation in results and if it is very large 

the classifier becomes bias towards the majority class. Many 

researchers suggested many techniques to overcome this 

problem and purposed some methods which give the best 

value for „k.' 

One of the methods is a Distance-weighted K-Nearest-

Neighbor rule developed by Lan Du et al  [9]. It uses the dual 

distance-weighted function. It is robust to different choices of 

„k‟ to some degree and yields good performance with a larger 

optimal „k‟ value.   

 One another approach is based on instance weighting 

technique where the instances get more weight on the basis of 

their closeness to the new instance than such neighbors that 

are far away from the new instance had been presented by 

Schliep Hechenbichler [10]. It uses the kernel functions to 

give the weights to instances based on the distance from the 

unknown instance. By using this method the effect of „k‟ 

parameter can be reduced up to some extent. Another 

effective technique is Dynamic K-Nearest Neighbors Naive 

Bayes with Attribute Weighted method to improve KNN's 

accuracy was developed by  L. Jiang [11]. Eager learning and 

Lazy learning are combined together to improve the efficiency 

of the classifier. The best value of „k' is learned eagerly at 

training time to fit the training data and at classification time 

for each given test instance, a local naive Bayes within best k 

nearest neighbor is lazily built. This technique is very time-

consuming to be used in real-world applications. 

2.2 Attribute Weighted   KNN 
The classification of data depends more upon some attributes 

known as relevant attributes than others. KNN uses Euclidean 

Distance function to calculate the similarity between test tuple 

and training tuples. It assumes that all the attributes of an 

instance have equal importance whether they are useful or not. 

When many irrelevant attributes are present in a dataset the 

value of distance becomes inaccurate and influences the 

classifications results. When many irrelevant attributes are 

present in a dataset it is known as the curse of dimensionality 

[1].  

We need to reduce the curse of dimensionality to improve the 

efficiency, measurement costs, storage costs, computation 

costs of KNN algorithm. It decreases the classification 

problem and makes it easy for interpretation and modeling. 

Finding the relevant attributes and making a method in which 

the relevant attributes get more weight is called attribute 

weighting. An attribute is relevant to the target concept if 

changing the value of attribute influence the classification 

results given by the target concept. If any change in the value 

of attribute does not influence the classification results then 

they are called as irrelevant attributes [8]. A weighting 

method based on information gain and extension relativity 

was proposed by Baobao et al [13]. This method improves the 

anti-jamming ability and accuracy of the KNN algorithm. The 

computing time is also reduced. Xiao and Ding suggested a 

weighting method based on the weighted entropy of attribute 

value which enhances the accuracy of classification [14].  Li 

et al proposed an attribute weighting method where the 

irrelevant attributes are reduced and weight is assigned by the 

method of sensitivity which improves the efficiency of the 

algorithm [5].  

 A kind of KNN algorithm based on information entropy 

attribute weighting method was proposed by Shweta Taneja et 

al [2]. In this method, while calculating the Euclidean 

distance between two samples, the information entropy of the 

sample attribute is examined. This algorithm improves the 

accuracy of classification however it spent more time in 

classification when many categorical attributes are given. A 

new method called Hybrid dynamic k-nearest-neighbor, 

distance and attribute weighted was devised by Jia Wu et al  

[16]. In this method, the weights are assigned to both 

attributes as well as instances. It significantly improves the 

classification performance of KNN. 

Attribute weighting is most widely used because of its 

simplicity, scalability, versatility and good empirical success.  

3. PROPOSED ALGORITHM 
In the literature review, different variants of KNN have been 

studied and found that it has many limitations. To remove 

these limitations an attractive algorithm called dual weighted 

KNN is proposed. This algorithm takes into account the three 

main problems in KNN and it enhances the classification 

accuracy of KNN by reducing these problems: 

1)  Curse of dimensionality; 

2) Sensitivity towards „k‟ parameter value 

3) Simple majority vote based class prediction 

To remove the curse of dimensionality weights are assigned to 

each attribute based on their importance in classification, by 

using the method of Information Gain. Information Gain is the 

difference between information contained in whole dataset 

and information contained in an attribute. The information 

gain of attributes is calculated using the concept of entropy[1]. 

It measures the impurity in a group, higher the entropy more 

the information content. The information gain 𝐺𝑎𝑖𝑛 𝐴   is 

calculated as: 

𝐺𝑎𝑖𝑛 𝐴 = 𝐸 𝑇𝑟 − 𝐸 𝑇𝑟  𝐴 ≥ 0    

Where 𝑇𝑟  is a set of training samples, A is the attribute whose 

Information Gain is to be calculated, 𝐸 𝑇𝑟  is Entropy given 

as: 

E Tr = − pi  log2  pi  ,           
 

𝐸 𝑇𝑟  𝐴 =    Trj  /|𝑇𝑟 | ∗ E Tr     

The information gain of each attribute is used as the weight 
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coefficient. After calculating information gain which is used 

as the weight coefficient, all the attribute weights are 

normalized. In the process of Normalization, the lowest 

attribute weights become zero and they do not take participate 

in the classification process. Hence, the effect of useless or 

irrelevant attributes (cures of dimensionality) is reduced. The 

weights also reduce the equal impact of all attributes as the 

attributes with large weights have more impact as compared 

to others having small weights. The Euclidean distance is then 

changed to weighted Euclidean distance. The weighted 

Euclidean distance  (𝑑𝑤 𝑥, 𝑦 ) is calculated between test tuple 

and each training tuple [1]. It can be calculated using the 

following equation: 

𝑑𝑤 𝑥, 𝑦 =   wi Ai x − Ai y  
2n

i=1      

Where wi  (w1, w2, w3 …., ) is the weight of each attribute Ai . 

The value of „k' parameter is then decided manually and the 

weighted Euclidean distances are sorted in ascending order. 

To reduce the dependency of KNN on „k' parameters 

instances are assigned weights. This will reduce the effect of 

„k' parameter value to some degree. To remove the problem of 

simple majority voting, weights to each nearest neighbor are 

assigned based on their similarity with the test tuple. The most 

similar tuple gets more weight as compared to the less similar 

tuples. The similarity 𝑆𝑖𝑚 𝑥, 𝑦   between x and y is calculated 

using the formula as shown in the equation: 

𝑆𝑖𝑚 𝑥, 𝑦 = 1 − 𝑑𝑤(𝑥, 𝑦)      

Now, to classify the unknown tuple weighted class probability 

estimation method is used [7]. 

c x = arg max  w δ c, c yi  
k
c € C i=1     

Where  y1, y2, ……yk are the k nearest neighbors of test 

instance, k is the number of neighbors, C represents the finite 

set of class labels and 𝛿 𝑐, 𝑐 𝑦𝑖   = 1 if c =c(yi) and 

𝛿 𝑐, 𝑐 𝑦𝑖   = 0 otherwise. Hence, the class label with the 

combined maximum weight of its votes is assigned as the 

class label of the unknown tuple. 

Flowchart: We have designed a flow chart to make 

understand and explain our algorithm as shown in Figure.  

The proposed algorithm can be explained in following steps 

as follows:  

 

Figure 1 Flow Chart of The proposed System 

Step: 1. Read the dataset, which includes a different number 

of attributes and instances. 

Step: 2. Data preprocessing: Normalize the values of each 

attribute before using the dataset.  

Step: 3.Calculating the information gain: The information of 

each attribute is calculated. 

Step: 4. Attribute weighting: Use the information gain as 

weight coefficients of each attribute. 

Step: 5. Normalize the weights. 

Step: 6.Distance calculation: Calculated the weighted 

Euclidean distance between each training tuple and test tuple 

and arrange the distances into ascending order. 

Step: 7. Select the value of „k‟ parameter. 

Step: 8. Assign the weights for each vote based on the 

similarity between test tuple and training tuples. 

Step: 9. Predict the class label of test tuple using the weighted 

class probability estimation method. 

Step: 10. Assign the class label to the test tuple. 

Step: 11. End. 

The proposed algorithm performs better than the conventional 

KNN. Using the attribute weights, the same impact of all 

attributes and curse of dimensionality is reduced. The instance 

weighting reduces the effect of outliers and the sensitivity of 

KNN towards the value of „k' parameter to some extent. It 

also improves the simple voting problem as it uses the 

combined maximum weight to predict the class label of 

unknown tuple using weighted class probability estimation 

method. It significantly improves the accuracy of KNN 

classifier. 
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4. EXPERIMENTAL ANALYSIS AND 

RESULTS 
In this section, the performance of proposed algorithm is 

explored in comparison with KNN ((K-Nearest Neighbor), 

INSWKNN (Instance weighted KNN), AWKNN (Attribute 

weighted KNN) and proposed algorithm DWKNN in terms of 

classification accuracy with corresponding „k‟ values. The 

aim of the experiment is to verify the trustworthiness of the 

proposed algorithm.  

4.1 Experiential datasets 
The performance of proposed algorithm is tested on fourteen 

real datasets taken from UCI Machine Learning Repository.  

The shortened names for following fourteen datasets the Iris, 

Glass identification, Wine, Image segmentation, Pima Indian 

diabetes, Ionosphere, Wisconsin Diagnostic Breast Cancer, 

Sonar, Parkinsons, Herman, Echocardiogram, Banknote, 

Breast-cancer-Wisconsin and user knowledge modeling are 

Iris, Glass, Wine, Image, Pima, Iono, Wdbc, Sonar, Parkins, 

Heber, Echo, Bank, Breast and User respectively. A short 

description about dataset including the number of instances, 

number of attributes and number of classes is shown in Table 

1. 

Table 1 Datasets used in the proposed algorithm 

 

4.2 Experimental evaluation method 
To evaluate the classification performance of proposed 

algorithm ten-fold cross-validation method is used. It 

minimizes the bias of training data. In this method, the 

datasets are divided into ten equal size parts randomly. One 

part is used as test dataset at one time and all other 9 parts are 

used for the training set. The total number of correctly 

classified tuples in all iterations divided by the total number of 

tuples in the dataset is calculated as its average accuracy. The 

classification accuracy analysis is as follows: 

The performance of any classifier is evaluated on the basis of 

the total number of correctly or incorrectly predicted test 

tuples. 

  𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑪𝒐𝒓𝒓𝒆𝒄𝒕𝒍𝒚 𝒄𝒍𝒂𝒔𝒔𝒊𝒇𝒊𝒆𝒅 𝒕𝒖𝒑𝒍𝒆𝒔 

𝑻𝒐𝒕𝒂𝒍 𝒕𝒖𝒑𝒍𝒆𝒔 
 

4.3 Analysis of the experimental results: 
The experiment used different values of „k‟ as it is tough to 

define the best value of „k‟. The results for classification 

accuracy of KNN, AWKNN, INSWKNN, and DWKNN are 

provided in Tables 2, 3, 4, 5. In this experiment different „k' 

values k=3, k=5, k=7, and k=9 are selected for each dataset. 

Figures 2,3,4,5 present the classification accuracy of each 

algorithm and Figure 6 shows the average accuracy of each 

algorithm. 

In Figures 2, 3, 4 and 5 the horizontal axis represents the 

names of the dataset and the vertical axis represents the 

classification accuracy of algorithms. Figure 6 shows the 

average accuracy of each algorithm where the horizontal axis 

represents the different value of „k' for each algorithm and 

vertical axis represent the classification accuracy. 

Table 2 Classification accuracy when k=3 

 

 

Figure 2 Classification accuracy when k=3 
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Table 3 Classification accuracy when k=5 

 

 

Figure 3 Classification accuracy when k=5 

Table 4 Classification accuracy when k=7 

 

 

 

 

Figure 4 Classification accuracy when k=7 

Table 5 Classification accuracy when k=9 

 

 

Figure 5 Classification accuracy when k=9 
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Table 6 Average classification accuracy 

 

 

Figure 6 Average classification accuracy 

Generally, the value of „k' should be kept small. If the classes 

in a dataset are not well separated then a large value of „k' 

causes misclassification. The classification accuracy is 

different for different „k‟ values. It is clear from the results 

that proposed algorithm mostly performs better than KNN, 

AWKNN, and INSWKNN for each value of „k'. As the value 

of „k' is increased the classification accuracy of the proposed 

algorithm doesn't go down unlike in traditional KNN. Hence 

the sensitivity of KNN towards „k' value is reduced to some 

extent. The proposed algorithm gives better performance as 

compared to attribute weighting and instance weighting. It is 

also clear from results that the proposed algorithm shows the 

great average increment in classification accuracy when k=5 

and k=7. The average accuracy of the proposed algorithm is 

90.55 and 91.03 at the value of k=5 and k=7 respectively. The 

datasets used in the experiment has the different number of 

attributes and instances. The weighted voting strategy used in 

an algorithm to predict the class label reduces the biasing 

towards majority class prediction. The traditional KNN shows 

the highest average accuracy of 87.77 when k is set to 7. The 

instance weighted KNN shows 87.46 highest accuracy when k 

is set to 3.The attribute weighted KNN shows 87.96 highest 

average accuracies for k=5 and k=7.  

5. CONCLUSION 
This paper presents an attractive new dual weighted KNN 

algorithm based on attribute weighting as well as instance 

weighting technique. The proposed algorithm addresses the 

problems of KNN such as curse of dimensionality, prediction 

by simple majority voting, and sensitivity of KNN towards the 

value selection for „k‟ parameter, with the goal of improving 

the classification performance of KNN. The experiment is 

conducted on fourteen real datasets taken from UCI. The 

proposed algorithm not only increases the classification 

accuracy of KNN it also reduces the sensitivity of KNN 

towards the selection of „k‟ parameter value to some degree. 

The algorithm performs well for most datasets. The 

experimental result shows that the proposed algorithm 

increases the classification accuracy and it has higher average 

accuracy than the other three KNN variants shown in tables. 

The proposed algorithm is tested for continues and numeric 

datasets. For future work the algorithm could be tested for 

imbalanced and categorical datasets.  
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