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ABSTRACT 

Data Mining is the extraction of knowledge using solid data 

available in workplaces. This is also applied in the educational 

system to predict the academic performance of students. In 

this paper a prediction of unit earners performance in the 

Board Licensure Examination for Professional Teachers is 

conducted to know the chances of non- education graduates 

who wanted to pursue teaching. The researchers find out the 

performance of unit earners who passed the BLEPT for the 

past five years (2012-2016) with a total of 10 examination 

batches but not to include re-takers. The predictors included 

are the general weighted average in their undergraduate 

program and all grades earned in their professional courses. 

The data mining algorithms used came from the supervised 

classification algorithm category and the researcher included 

at least 3 classification algorithms to work on. The algorithm 

which has the probability accuracy will be recommended in 

the study. 
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1. INTRODUCTION 
Data is anything that has qualitative or quantitative variables. 

Pieces of data are individual pieces of information. Data is 

collected and analyzed to become information suitable for 

making decisions. Information can contribute huge on the 

body of knowledge. The process of extracting knowledge 

hidden in large volumes of raw data to discover patterns and 

relationships is called data mining. It is a very promising tool 

to attain objectives and find out patterns that can benefit the 

society [1]. In every institution, it is important to meet the 

standards of Higher Education Institution (HEI) to consider 

the quality of education it offers and to measure its success. 

One of these standards is the performance of graduates in the 

licensure examination. The result of the Board Licensure 

Examination for Professional Teachers (BLEPT) has a big 

contribution to the school performance that is manifested 

through the outcomes of graduates who are fully prepared, 

well-trained and well-equipped. The board exam is not only 

limited to those who took BS in Education (Elementary and 

Secondary) as their undergraduate program during their 

tertiary education but also those who took other programs and 

finished the required units (at least 18) of professional 

education courses.  

According to the amended Article III of CMO No. 52, series 

of 2007, Section 8 of Republic Act No. 7836 (LET Law), 

graduate of non-education degrees shall take 18 units of 

professional education courses to qualify for the Licensure 

Examination for Teachers [2]. However, unit earners do not 

have assurance or at the very least have a greater chance to 

pass the board exam.   

An institution like San Carlos College, offers programs in 

Bachelor of Elementary Education (BEEd) and Bachelor of 

Secondary Education (BSEd). It also offers earning unit 

courses for graduates of other programs who want to pursue 

teaching. Earning unit courses are offered every first and 

second semester of the academic year.  

With regard to this situation, the researchers will focus on 

predicting BLEPT performance of unit earners in San Carlos 

College using supervised classification algorithms that could 

help the examinees identify their chance to pass the licensure 

exam based on their performance. One of the most useful data 

mining techniques is classification. It is a predictive data 

mining technique that makes prediction about values of data 

using known results found from different data. Predictive 

models have the specific aim of allowing us to predict the 

unknown values of interest from given known values of other 

variables. According to Bhardwaj et. al. (2011), classification 

is referring to as supervised learning because classes are 

determined before examining the data [3]. The researchers 

used at least three supervised classification algorithms to have 

a more logical structure for solving the situation. These 

algorithms were evaluated and interpreted. The algorithm that 

had the highest probability accuracy was recommended in the 

study. 

1.1 Project Framework 
The framework is the visual presentation of variables used as 

a guide and the basis of the researchers in conducting the 

study. The Conceptual Paradigm adapts the input, process and 

output paradigm that provided the general structure and guide 

for the direction of the study. Input-process-output model can 

be revised and be rebuilt by receiving ideas, impressions and 

constructive (or not so constructive) criticism by users and 

other stakeholders, in which it can be modified whenever 

changes occur. 
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Fig.1 Conceptual Paradigm (IPO) 

2. REVIEW OF RELATED 

LITERATURE 
According to Al-Radaideh et. al. (2006), student performance 

in university courses is of great concern to the higher 

education management where several factors may affect 

performance. They attempted to use data mining processes, 

particularly classification, to help in enhancing the quality of 

the higher educational system by evaluating student data to 

study the main attributes that may affect the student 

performance in courses [4]. 

Pandey and Pal  conducted a study on student performance by 

selecting 600 students from different colleges of Dr. R. M. L. 

Awadh University, Faizabad, India using Bayes Classification 

on category, language and background qualification. It was 

used to find out whether new students will perform better or 

not [5]. 

Another relevant study was undertaken by Baradwaj and Pal. 

They used decision tree method to predict the students’ 

performance at the end of a semester. Attendance, class test, 

seminar and assignment marks were used as variables [6]. 

Tarun et. al. identified the attributes that are significant to the 

response attributes which generated prediction models using 

the PART and JRip classifier of WEKA and it determines 

how likely is a reviewee to pass the BLEPT [7]. 

A study conducted by Filipino researchers found that 

academic performance in terms of Specialization, General 

Education and Professional Education serves as the strong 

predictor of Board Examination Performance [8] [9] [10] [11]. 

While in the study of Dionisio A. Visco predictors considered 

in the study were student-related and faculty-related factors 

that were analyzed in LET performance of teacher education 

graduates of HEIs in Abra from 2007-2011 [12]. On his other 

research, he used the same set of predictors and used PRC 

LET results to employ documentary analysis and correlation 

research design to improve LET performance syllabi and 

review materials [13]. 

3. PROJECT DESIGN AND 

METHODOLOGY 
The researchers selected from the different Data Mining 

Process Model that is suitable in the progress of the study. 

This provided a step-by-step process that served as a guide in 

the analysis of data of the study. The researchers chose to use 

the Predictive Model because it has a phase from data 

selection to the interpretation/evaluation and the 

representation of the result which is significant to the study. 

 

Predictive modeling is the process of automatically creating a 

classification model from a set of examples, called the 

training set, which belongs to a set of classes. High-quality 

predictive model is a time consuming activity because of the 

tuning process in finding optimum model parameters and 

often required to redevelop, reuse the models in the future. 

The researchers used Microsoft Excel to encode data inputs or 

the dataset for the study. Thus, data file type was converted to 

CSV file format. Moreover, the researchers used a data 

mining tool to deal with the prediction process. Waikato 

Environment Knowledge Analysis or mostly called as WEKA 

data mining  is one of the most recommended data mining 

tools from various data mining studies. Most of the data 

mining studies used WEKA as their data mining tool with the 

reason that it’s precisely sophisticated and the analysis of data 

result is easy to understand. Therefore, the researchers used 

WEKA as their data mining tool in performing the analysis of 

data, its visualization, and the results. Another tool used by 

the researchers was Notepad++, in which the attributes of the 

two datasets (training and testing) was compared and made it 

similar. 

4. PRESENTATION AND ANALYSIS OF 

DATA 
The offered professional unit subjects in San Carlos College 

and its corresponding cluster. The complete clusters and 

subjects as basis for the selection is released by the 

Commission on Higher Education as mandated in Eighteen 

(18) Units of Professional Education Courses under P.D. 

1006 (1977), R.A. 7836 (1994) as amended by R.A. 9293 

(2004) to qualify for the Licensure Examination for Teachers 

[2]. 

Table 1.  Earning Units Subjects 
SUBJECT 

NO. 
DESCRIPTION UNITS CLUSTER 

Prof Ed 2 Facilitating Learning 3 Cluster 1 

Prof Ed 5 Teaching Profession 3 Cluster 3 

Prof Ed 6A 
Principles of Teaching 

1 

3 Cluster 2 

Prof Ed 7A 
Assessment of Studies 

1 

3 Cluster 4 

ECED 16 
Guidance & 

Counseling in ECED 

3 Principles of 

Techniques of 

Guidance 

SPED 3 Intro to SPED 
3 Special 

Education 

4.1 Data Mining Process Models 
There are different standard process models for data mining. 

These process models guide and carry the data mining tasks 

and its application. Each has its sequential steps that help in 

implementing the data mining tasks on big or huge amount of 

data. There are three popular data mining process models. 

These are Knowledge Discovery Databases (KDD), Cross-

Industry Standard Process for Data Mining (CRISP-DM), and 

Sample, Explore, Modify, Model, Assess (SEMMA). 

The researchers set criteria in choosing the appropriate Data 

Mining Process Model for the development of the proposed 

study. These criteria helped the researchers on what model is 

suited and must be used. 
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1. Easy to manage 

The researchers set this criterion for choosing the appropriate 

model in order to handle the procedure of the prediction. The 

phases of the model must be easy to understand and detailed 

accordingly. 

2. Flexible or iterative 

The researchers included this criterion because the process 

model to be used should be flexible to any changes and for 

additional inputs in the data, in the sense that model can 

iterate. 

3. Reduced time and costs 

The process of the proposed study must be finished within the 

certain deadline. That’s why this criterion was set in selecting 

the appropriate model. 

4. User- Friendly 

The result of the process should be interactive in which the 

representation can be easily interpreted into human language 

and the result be understandable to the user. 

The researchers’ rated the three models from 1 to 3. 1 is 

equivalent to “poor”; 2 is equivalent to “good”; and 3 is 

equivalent to “excellent”. Among the Data Mining Process 

Models, SEMMA is least to be considered with a total 

average of 2 which is equivalent to good. CRISP-DM model 

is second to the least model to be considered with an average 

of 2.5 which is equivalent to good. The KDD model, ranked 

first because it supported all the criteria with an average of 

2.75 which is higher than CRISP- DM and SEMMA and is 

equivalent to excellent. 

4.1.1 Knowledge Discovery Databases (KDD) 
This model is an iterative and interactive model. It has a total 

of nine steps. It refers to finding knowledge in data and 

emphasizes the high level of specific data mining method. 

Most researchers and data mining experts follow the KDD 

process model because it is more complete and accurate [14]. 

 
Fig. 2 KDD Process Model 

The  KDD  or  Knowledge  Discovery  Databases is  the  

process  of  extracting  the  hidden  knowledge  according  

from databases.  KDD requires relevant prior knowledge and 

brief understanding of application domain and goals. KDD 

process model is iterative and interactive in nature. There are 

nine different steps or stages of this model and these are given 

below. 

1. Domain Understanding and KDD Goals 

This is the first stage of KDD process in which goals are 

defined from customer’s view and used to develop an 

understanding about application domain and its prior 

knowledge [14]. This step includes learning the relevant prior 

knowledge and the goals of the researchers of the discovered 

knowledge. 

In this phase the researchers aimed to predict the probability 

or chances of non-education graduates or the unit earners to 

pass in Board Licensure Examination for Professional 

Teachers (BLEPT) using solid data which can be used as 

predictors to predict their strong points to pass. 

2. Selection & Addition 

This is the second stage of KDD process which focuses on 

creating target data set and subset of data samples or 

variables. It is an important stage because knowledge 

discovery is performed on all these [14].In this step, the data 

relevant to the analysis is selected on and retrieved from the 

data collection. 

There are 194 unit earners retrieved by the researchers from 

the records gathered from the Office of the Registrar. Among 

these, there are 130 left who are not re-takers. 

3. Preprocessing: Data Cleaning 

This is the third stage of KDD process which focuses on 

target data cleaning and pre-processing to complete without 

any noise and inconsistencies. In this stage strategies are 

developed for handling such type of noise and inconsistent 

data [14]. 

 

Fig.3 Operational Framework 

The researchers used Ranker search method using InfoGain as 

attribute evaluator in WEKA. InfoGain is the most suggested 

method because it is easy to understand. It measures the 

number of bits of information obtained for prediction of class 

by knowing the presence or absence of a term in a document. 

As a result, Undergrad Program, GCECED, FACLRG, 

TCHPRF, ASSESS, and PRNTG1 are the useful attributes in 

the dataset. While ITSPED was removed as attributes in the 

dataset. 

Several data inconsistencies were observed in the dataset. 

First, the grades have two different equivalents (percentage 

and numerical). Grades with dissimilar value affect the 

process in the discovery.  
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Fig. 4 Grade Inconsistency 

Instead of removing the grades percentage value, the 

researchers converted those into numerical value adapting 

San Carlos College grading numerical. It is because most of 

the instances with percentage value have a result of failed 

which can help the classifiers in learning the dataset. Also, 

there are few failed result compared to the number of passed 

result which can affect the algorithm to train failed results. 

 

Table 2. San Carlos College Grading System 
GRADING SYSTEM 

Description Numerical Equivalent Percentage Equivalent 

Excellent 1.00 98 – 100 

Very Good 
1.25 95 – 97 

1.50 92 – 94 

Good 
1.75 89 – 91 

2.00 86 – 88 

Satisfactory 
2.25 83 – 85 

2.50 80 – 82 

Fair 2.75 77 – 79 

Passed 3.00 75 –76 

Failed 5.00 74 and below 

*No Grade NG – 

Dropped DRP – 

Subsequently, the preprocessed dataset will be divided into 

two, training and testing dataset. The splitting proportion to be 

used is 80/20. The 80% is for training and the 20 % for test 

dataset [15]. 

The splitting of dataset were done manually to avoid ramdom 

selection of data for training and testing. The 80% of the 

dataset is 104 records. It was selected from the beginning of 

the record until the needed number of the records was reach. 

While the 20% is the remaining records in the dataset with 26 

records. 

4. Transformation 

This is the fourth stage of KDD process which focuses on 

transformation of data from one form to another so that data 

mining algorithms can be implemented easily. For this 

purpose, different data reduction and transformation methods 

are implemented on target data [14]. 

The researchers saved the data file after data preprocessing 

and splitting whole dataset into training and test, the data was 

transformed from CSV (Comma Separated Values) file to 

ARFF (Attribute Relation File Format) file in order for the 

data mining tool to recognize it. Although WEKA can read 

CSV format but this will lead to the incompatibility of the 

training and test data sets in performing the prediction. 

5. Data Mining: Choosing the suitable Data Mining 

Task. 

This is the fifth stage of KDD process in which appropriate 

data mining task is chosen based on particular goals that are 

defined in first stage. The examples of data mining method or 

tasks are classification, clustering, regression and 

summarization, etc. [14]. 

Classification techniques is widely used in performance 

prediction which is useful to determine students’ performance 

and deals with the accuracy, confusion metrics and the 

execution time taken [14]. 

 

6. Data Mining: Choosing the suitable Data Mining 

Algorithm 

This is the sixth step of KDD process in which one or more 

appropriate data mining algorithms are selected for searching 

different patterns from data.  There  are  number  of  

algorithms  present  today  for  data  mining  but  appropriate 

algorithms are selected based on matching the overall criteria 

for data mining [14]. 

Three most frequently used classification data mining 

algorithms was used in the study. These are decision tree 

(C4.5), Naïve Bayes and k Nearest Neighbour algorithms to 

predict students’ performance.  

7. Data Mining: Employing Data Mining Algorithm 

This is the seventh step of KDD process in which selected 

algorithms are implemented. This is the crucial step in which 

clever techniques are applied to extract patterns that are 

potentially useful. In this phase, the researchers used the three 

classification data mining algorithms [14]. 

8. Evaluation and Interpretation 

This is the eighth  step  of  KDD  process  that  focuses  on  

interpretation  and evaluation of mining  patterns. This step 

may involve in extracted patterns visualization [14] 

.The C4.5/J48 has 89% classification accuracy. Then its 

pruned tree indicates the result in GCECED, grades with less 

than or equal to 2.25 (<=2.25) has 88 passed instances, and 

grades which is greater than 2.25 (>2.25) will relay to 

FACLRG. In FACLRG, grades with less than or equal to 2 

(<=2) has only 2 passed and greater than 2 (>2) has 14 

instances failed. So, GCECED with less than or equal to 2.25 

(<=2.25) has the highest percentage to pass the BLEPT 

although there is also a chance in FACLRG. 

While Naïve Bayes has 84% classification accuracy. Naïve 

Bayes algorithm produced its grade result in discretized 

manner. it shows that only two subjects have the greater result 

of passers with a total of 85. These are FACLRG and 

GCECED. In FACLRG, range value “(–inf-2.375)” means 

that grades lower than 2.375 have 79 passed and 11 failed, 

while range value “(2.375-inf)” mean that grades greater than 

2.375 have 6 passed and 12 failed. Then, in GCECED range 

value “(-inf-2.375)” has 80 passed and 10 failed, while range 

value “(2.375-inf)” have 5 passed and 13 failed. Hence, the 

result indicates that grades in FACLRG and GCECED with 

“(-inf-2.375)” equivalent have the highest probability to pass 

the BLEPT.  
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Then k Nearest Neighbour or IBk has 86% classification 

accuracy. 

8.2. Accuracy Measure and Error Rate for Supervised 

Classifier Algorithms Used 

The following tables show the accuracy error of classification 

techniques. They are the True Positive rate, F Measure, 

Receiver Operating Characteristics (ROC) Area and Kappa 

Statistics. The TP Rate is the ratio of play cases predicted 

correctly cases to the total of positive cases. It is a probability 

corrected measure of agreement between the classifications 

and the true classes. It is calculated by taking the agreement 

expected by chance away from the observed agreement and 

dividing by the maximum possible agreement. F Measure is a 

way of combining recall and precision scores into a single 

measure of performance. Recall is the ratio of relevant 

documents found in the search result to the total of all relevant 

documents. Precision is the proportion of relevant documents 

in the results returned. ROC Area is a traditional to plot this 

same information in a normalized form with 1-false negative 

rate plotted against the false positive rate. 

Table 3.Accuracy Measure for Supervised Classifier 

Algorithms Used 
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J48 89.42 10.58 89.4 89.1 88.6 77.9 62.52 

Naïve 

Bayes 
84.62 15.38 84.6 84.1 84.3 90.2 50.51 

IBk 86.54 13.46 86.5 88.5 83.7 94.8 44.39 

Fig. 5 Accuracy Measure for Supervised Classifier 

Algorithms Used 

From the analysis of Accuracy Measures of Supervised 

Classification Algorithms used, J48 performs well when 

compared to all accuracy measures namely TP rate, Precision, 

F Measure, and Kappa Statistics, while Naïve Bayes and Ibk 

outperformed than J48. 

Next is the comparison of Error Rate between the three 

classifiers. They are the Mean Absolute Error (M.A.E), Root 

Mean Square Error (R.M.S.E), Relative Absolute Error 

(R.A.E) and Root Relative Squared Error (R.R.S.R). The 

mean absolute error (MAE) is defined as the quantity used to 

measure how close predictions or forecasts are to the eventual 

outcomes. The root mean square error (RMSE) is defined as 

frequently used measure of the differences between values 

predicted by a model or an estimator and the values actually 

observed. It is a good measure of accuracy, to compare the 

forecasting errors within a dataset as it is scale-dependent. 

Relative error is a measure of the uncertainty of measurement 

compared to the size of the measurement. The root relative 

squared error is defined as a relative to what it would have 

been if a simple predictor had been used. More specifically, 

this predictor is just the average of the actual values. 

Table 4. Error Rate of Supervised Classification 

Algorithms Used 

 
Fig. 6 Error Rate of Supervised Classification Algorithms 

Used 

From the graph, it was observed that Naïve Bayes attained 

highest error rate while J48 is the second and IBk is the 

lowest. Therefore, the IBk classification algorithm performs 

well because it contains least error rate when compared to 

other algorithms used in the study.  

Based on the accuracy measurement and error rate result, J48 

performs best among the three algorithms used. As a result, 

J48 is the recommended classification algorithm for the study. 

9. Discovered Knowledge 

This is the last  and  final  step  of KDD  process in  which  

the  discovered  knowledge  is  used  for  different  purposes.  

The discovered knowledge can also be used by interested 

parties or can be integrated with another system for further 

action [14]. 

9.1. Application of Chosen Algorithm to Test Data 

The identified most recommended algorithm which is J48 is 

applied to re-evaluate the predicted result on test dataset. This 

process is done to assure that the prediction on the training 

data is correct. 

Cross Validation with 10 folds was selected as the testing 

procedure to assess the result in training dataset. 

The testing of prediction on test dataset is illustrated. It is 

96% accurate and 1 instances were predicted incorrectly 

classified. On the figure, the prediction on test dataset is 

illustrated in plain text. 

 

Algorithms MAE RMSE RAE RRSR 

J48 18.83 30.69 57.84 76.44 

Naïve Bayes 17 31.52 52.21 78.52 

Ibk 13.33 25.48 40.92 63.46 
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Since Data Mining algorithms and tools require certain level 

of technicalities, the researchers requested the defense panel 

member to attest the result of the study as true and free from 

bias. 

This will support the interpretation as valid and genuine and 

further elevate the trust of the client in the area where 

confusions were observed and technicalities cannot be 

understood. 

5. SUMMARY, CONCLUSION, 

RECOMMENDATION 
The researchers concluded that the gathered data is enough for 

the study but it should be carefully handled. In this case, all 

the predictors’ essential for the prediction must be complete 

and free from outliers.  The selected three (3) supervised 

classification algorithms are the commonly used algorithms 

employed in this kind of study based from the past researches 

gathered. WEKA as the data mining tool used in the study has 

all the needed algorithms and preprocessing tools. Among the 

three (3) Data Mining Process Models being identified, the 

researchers have chosen Knowledge Discovery Databases 

(KDD) model because it met all the criteria chosen by the 

researchers. The researchers concluded that KDD model 

focused on the user satisfaction in which the detailed step by 

step process for the study is emphasized and easy to follow. 

The researchers identified GCECED as the topmost 

significant attribute which gives a high performance of unit 

earners to pass the BLEPT. The attestation of data mining 

experts validates the result in which the result is correct. It is 

concluded that this should be accomplished especially for 

beginners to assess that the prediction result is not bias. 

More demographic and academic attributes or predictors can 

be included to explore other possibilities which affect the 

result of the BLEPT like if the unit earner attends a review 

center, the major subject assigned by PRC, if the unit earner 

has enrolled additional subject in relation to his/her major, and 

the time element of taking the licensure exam after finishing 

the last professional subject.  

The researchers recommend C4.5/ J48 algorithm for the study. 

It has higher accuracy and has a lower error rate compared to 

other deployed algorithms.  It is also recommended to explore 

on using more and other classification algorithms. WEKA is 

effective and efficient data mining tool in the study.   The 

chosen process model, KDD, is highly recommended as the 

suitable model for data mining projects. The future unit 

earners are recommended to exert more efforts in studying the 

Guidance and Counseling in ECED subject because it turned-

out that this subject or predictor has the highest factor in 

passing the BLEPT.  The school can also use the result to 

strengthen the instructions for this identified predictor. The 

evaluation of data mining experts is recommended to 

undertake especially for beginners to attest that the prediction 

result is not prejudice. Prediction of performance is also being 

recommended to be applied on other professional 

examinations like in engineering, medical programs, business 

programs and the like. 
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