Implementation of Fuzzy Thresholding for Segmentation of Images
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ABSTRACT
Segmentation is a process of dividing an image into multiple regions making it easier for the analysis. It is also an important step in Image processing. It also has number of applications which includes Medical field to analyze a disease, scientific fields including, engineering and technology, face recognition and object. Many algorithms and techniques have been developed for the image segmentation. To remove distinctive areas from a picture an immediate and straightforward method is using thresholding. It looks for a worldwide esteem that boosts the partition between yield classes. Noisy or uneven illuminated images pose a challenge for segmentation. The utilization of solitary hard limit esteem is absolutely the wellspring of imperative division mistakes in numerous situations like boisterous images or uneven illumination. In this paper a multiregion thresholding technique is displayed to overcome the normal downsides of thresholding strategies when images are debased with artifacts and commotion. Pixels from the images are related to various yield centroids by means of fuzzy membership function, evading any underlying hard choice. To make this strategy robust to noise and artifacts it utilizes spatial data through a local aggregation step where the participation level of every pixel is adjusted by neighborhood data that considers the enrollments of the encompassing pixels. The results are then compared with the existing techniques and results obtained are satisfactory.
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1. INTRODUCTION
The primary aim of image processing is to recover required data from the given picture in a way that it won’t impacts alternate highlights of those images and give the images that can be straightforward. De-noising of an image by utilizing channel is the most vital advance required to satisfy this prerequisite [1]–[2]. The undertaking of image segmentation is to isolate a picture into various non-overlapping locales. Which give same attributes like gray level, color, tone, texture [3]. The simplest segmentation method is thresholding. The pixels are partitioned depending on their intensity value. Image histogram helps to choose the suitable threshold value based on the peaks and valleys of the image.

Some factors affect the suitability of the histogram for guiding the choice of the threshold [4]:

(i) The separation between peaks;
(ii) The noise content in the image;
(iii) The relative size of objects and background;
(iv) The uniformity of the illumination;
(v) The uniformity of the reflectance.

Thresholding is a standout amongst the most immediate and basic ways to deal with image segmentation. It is an effective strategy as long as image indicates very much dense zones and the dark levels are bunched around far off qualities with least cover. It likewise has been utilized to give an underlying estimation or a preceding more perplexing division strategies (procedures in view of snakes, level-sets or dynamic shapes require an underlying division, that can be physically done or acquired by means of thresholding [5, 6]), to give veils of regions of interest [7], or, then again even as a method to distinguish movement in reconnaissance situations [8, 9]. Thresholding is additionally broadly utilized as a part of the medical imaging field where images are created by a few tissues, represented by the gray levels [10]. The course of action of these tissues or organs inside the image is typically clearer than the arrangement of items in a natural scene image, consequently the utilizing of specific thresholding methods.

Otsu’s method from the 70’s is the most used thresholding technique in image segmentation [11, 12]. It searches for a global threshold value that separates classes in the result. This method is not effective in the case of noisy images, uneven illumination and soft transitions between the gray levels [13, 14, and 15]. There are many approaches in the image segmentation methods that are well discussed in the literature [13, 16, 17, 18, and 19]. The author in [13] has classified the thresholding methods mainly into six different categories as segmentation based on histogram [11,12], Clustering based segmentation techniques [20, 21, 22, 23, 24, 25], entropy based segmentation [26,27, 28], methods that extract the threshold value based on the features [29, 30], Based on the object attribute methods, using higher order probability distribution [15]. Histogram, clustering and entropy based segmentation methods are the foremost custom behind thresholding methods. Finding the optimal threshold is the main motto in the methods of the literature, still they depend on the gray level of pixel in the final stages of the segmentation. Many algorithms are proposed based fuzzy based techniques drop into these categories [31, 32, 33, 34, 35, 36, 37]. These techniques fail when the images are noisy. When the key information is available about the objects in the images then the attribute based methods are a good source. In this paper a new method has been proposed considering and combining the features of adaptive local threshold and spatial local information for classifying the pixels. The membership degree of a specific pixel in a class is spatially related with the membership of its encompassing neighbors. The ultimate thresholding will consider the local membership in each of the classes, which implicitly makes the threshold locally variant.
This method mainly relies on the Fuzzy Sets Theory and Fuzzy Logic [38].

It is a generalization of a classical logic developed by Lotfi Zadeh to model those problems in which imprecise data must be used or in which the rules of inference are formulated in a very general way making use of diffuse categories [39]. Fuzzy logic has much wide variety of applications in the real life. It is used in many engineering fields also. Control systems can be replaced with a fuzzy logic based systems [40]. Sendai Subway system in Sendai, Japan uses fuzzy logic controller to run the train [41] in image processing the fuzzy logic is used mainly in classification tasks when the features are not well defined. Information retrieval also uses fuzzy logic to achieve better results. A great progress has been made in the image processing applications [42]. In [42, 43] a great focus is done on applying fuzzy logic to the image thresholding in finding the optimum threshold without considering the spatial information.

2. METHODOLOGY

The main drawback of the existing techniques for the segmentation is corrupted images. The images can be corrupted by the noise and images with uneven illumination also create problems during the segmentation. The main disadvantage in using the global thresholds is it segments pixels with same intensity levels. To overcome this problem every pixel spatial surroundings has to be considered, then by the misclassification can be eliminated. The methodology is shown in the figure 1.

Consider that an image is defined as \( I(r) \) with N different regions and segmented image be \( S(r) \) which is obtained using thresholding. \( S(r) = m_a[I(r)] \) Where \( m_a \) is the method applied on the image for segmentation.

The input image is taken and it is segmented into different areas using N centroids. Available algorithms are used in obtaining the centroids. Entropy of histogram or clustering based can be used here.

A membership function can be defined as that specifies the degree to which a given input belongs to a set. The output is always limited to between 0 and 1 and it is known as membership value or grade. Many forms of membership functions are available in literature [43] such as Triangular, Trapezoidal. Piecewise linear. Gaussian. Singleton, etc., The only condition a membership function must really satisfy is that it must vary between 0 and 1. There are 11 built in membership functions available in the Fuzzy logic toolbox.

The definition of the membership function can be done by from the histogram of the image or from the centroids, leaving aside histogram information [44]. To obtain a better solution Pseudo Trapezoid-Shaped (PTS) [45] membership functions is utilized. Membership is assigned to each pixel in the image. Spatial information is considered here to overcome the disadvantages in the previously stated algorithms in the literature. As fuzzy logic is applied, it creates many ways to reflect on the control of the neighborhood from already defined degrees.

Fig 1: Figure showing the Methodology

A pixel is surrounded by a number of pixels around it so if we utilize the membership values of all pixels to classify the image into different regions. A local aggregation is defined as

\[
\mu^S(I(r)) = \arg\max_{S \in \varphi(r)} \{\mu(I(s))\}
\]

Where \( \arg\max \) is an aggregation in a neighborhood \( \varphi(r) \).

Using this function any modification can be done to the original membership functions whenever local information can be taken into account. Here effort is placed in the membership space and not over complete image. To get a better result, based on the pixels in the neighborhood diverse aggregations are defined. In [46, 47, 48, 49] authors have proposed various neighborhood based rule-sets for fuzzy image processing. Along with this we can also use the Median Aggregation, Average aggregation, Iterative averaging aggregation, Absolute Maximum.

In the final stage a segmented image can be obtained using the defined membership functions. Defuzzification can be used to obtained the output but a maximum operator [44]

\[
M(O) = \arg\max \{\mu^S[I(r)]\}
\]

is used for obtaining final image.
3. EXPERIMENTS AND RESULTS

In this paper three images were taken for testing the method and these images are shown in Fig. 2. The images are obtained from The Berkeley Segmentation Dataset and Benchmark [59].

In order to apply the methodology on these images it is necessary to find out the influence of the centroid extraction on the final output. Histogram of the image I is calculated and the relevant maxima is considered and then the centroids are calculated from them. Now using this data the PTS membership functions are created from the centroids.

Using the equation
\[ \arg \min_{\theta(w)} \left| h(I) - \sum_{l=1}^{L} w_l \cdot p_l(x; \theta_l) \right|^2 \]
where \( h(I) \) is the histogram of the image \( p_l(x; \theta) \) a probability density function defined by the set of parameters \( \theta_l \) and \( w_l \) are weights satisfying that \( \sum_l w_l = 1 \). the centroids are obtained from the fitting of L Gaussian distributions to the histogram of the image \( h(I) \) and Gaussian MF are created from the results.PTS membership functions are created using the centroids created by the centroids obtained from the fuzzy c-means [50].

The method is compared with some other techniques such as Otsu Thresholding method [51]. This method finds the threshold that minimizes the weighted within-class variance. Several assumptions are made during the approach where Histogram (and the image) is bimodal and also limited to no use of spatial coherence, nor any other notion of object structure.

Kmeans Clustering is an unsupervised clustering algorithm that minimizes the sum of square distances between all points and the cluster center. [52].

Fuzzy C-means clustering algorithm although introduced by Dunn [53] it was extended by Bezdek [54]. It is an iterative clustering method that produces an optimal c partition by minimizing the weighted within group sum of squared error objective function JFCM [54]. Morphology based strategies utilize a calculation that computes the association cost between focuses in a image – that is, the smallest threshold that will provide a binary path between two points. These techniques have been utilized by [55, 56] and it is [56] has utilized it for the improvement of the airways in CT slices.

The measure for the comparison is made using the Jaccard similarity index [58], also known as the Tanimoto coefficient which measures the overlap of two sets [57]. It is defined as the size of the intersection of the sets divided by the size of their union.

\[ J(A, B) = \frac{|A \cap B|}{|A \cup B|} \]
Where A and B are the two sets.

This can also be expressed in terms of the true positive (TP), false positive (FP), and false negative (FN) sets as \( TP / (FP+TP+FN) \) [57].

The Jaccard index is zero if the two sets are disjoint, i.e., they have no common members, and are one if they are identical. Higher numbers indicate better agreement in the sets. The results obtained are tabulated in table 2 which shows the different Jaccard index obtained for the images used in the experiment.

Fig 2: Images Used in the Experiment
Table 1. Table captions should be placed above the table

<table>
<thead>
<tr>
<th>Input Image</th>
<th>Otsu</th>
<th>Kmeans</th>
<th>Fuzzy Cmeans</th>
<th>Morphological method</th>
<th>Fuzzy thresholding</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image 1" /></td>
<td><img src="image2.png" alt="Image 2" /></td>
<td><img src="image3.png" alt="Image 3" /></td>
<td><img src="image4.png" alt="Image 4" /></td>
<td><img src="image5.png" alt="Image 5" /></td>
<td><img src="image6.png" alt="Image 6" /></td>
</tr>
<tr>
<td><img src="image7.png" alt="Image 7" /></td>
<td><img src="image8.png" alt="Image 8" /></td>
<td><img src="image9.png" alt="Image 9" /></td>
<td><img src="image10.png" alt="Image 10" /></td>
<td><img src="image11.png" alt="Image 11" /></td>
<td><img src="image12.png" alt="Image 12" /></td>
</tr>
<tr>
<td><img src="image13.png" alt="Image 13" /></td>
<td><img src="image14.png" alt="Image 14" /></td>
<td><img src="image15.png" alt="Image 15" /></td>
<td><img src="image16.png" alt="Image 16" /></td>
<td><img src="image17.png" alt="Image 17" /></td>
<td><img src="image18.png" alt="Image 18" /></td>
</tr>
</tbody>
</table>

Table 2. Table showing the Jaccard index of the different images used in experiment

<table>
<thead>
<tr>
<th>Input Image</th>
<th>Otsu</th>
<th>Kmeans</th>
<th>Fuzzy Cmeans</th>
<th>Morphological method</th>
<th>Fuzzy thresholding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3086</td>
<td>0.6367</td>
<td>0.5234</td>
<td>0.3007</td>
<td>1.000</td>
</tr>
<tr>
<td>2</td>
<td>0.3007</td>
<td>0.5703</td>
<td>0.5078</td>
<td>0.2812</td>
<td>1.000</td>
</tr>
<tr>
<td>3</td>
<td>0.3086</td>
<td>0.6523</td>
<td>0.5273</td>
<td>0.3046</td>
<td>1.000</td>
</tr>
</tbody>
</table>

4. CONCLUSION

The presented method had overcome many draw backs of the previous methods that are generally used in the segmentation process. FCM are used calculating the centroids which gives better results. The method is tested with three images and results obtained are satisfactory. The Otsu Thresholding, K-means Clustering method, Fuzzy C-means clustering method and morphological filtering and reconstruction. Methods are used for comparison. The Performance of the Fuzzy Thresholding method is better and it is compared using the Jaccard similarity index. In further study can be made on developing the membership function to increase the performance of the Fuzzy system.
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