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ABSTRACT 
Traffic congestion problem is a phenomenon on road 

networks that occurs as use increases, and is characterized by 

slower speeds, longer trip times, and increased 

vehicular queuing and contributes huge impact to the 

transportation system in the country.These TLC have 

limitations because it uses the pre-defined hardcode that does 

not have the flexibility of modification on real time basis. 

Due to the fixed time intervals of green, orange and red 

signals, the waiting time is more and the delay of respective 

light is not dependent on traffic. Thus, a car uses more fuel. 

Through this paper we intend to present an improvement in 

existing traffic control system at the intersection using 

different techniques i.e. Intelligent Traffic Light Controller 

using Embedded System, Traffic Control System Based on 

Image Processing Technique, Intelligent Traffic Light Using 

RFID Technique. Existing automatic traffic control system at 

the intersection with pre-set timing signals is proved to be 

inefficient in comparison with these   
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1. INTRODUCTION 
Fast transportation systems and rapid transit systems are 

nerves of economic developments for any nation. 

Mismanagement and traffic congestion results in long 

waiting times, loss of fuel and money. Growing numbers of 

road users and the limited resources provided by current 

infrastructures lead to ever-increasing traveling times. It is 

therefore utmost necessary to have a fast, economical and 

efficient traffic control system for national development. 

The ways to improve traffic flow and safety of the current 

transportation system: 

a. Using embedded system. 

This makes the use of Sensor Networks along with 

Embedded Technology. The timings of Red, Green lights at 

each crossing of the road will be intelligently decided based 

on the total traffic on all adjacent 

roads. Thus, optimization of traffic light switching increases 

the road capacity and traffic flow and can prevent traffic 

congestions. Thus, saving fuel in the vehicles. The GSM cell 

phone interface is also provided for users those who wish to 

obtain the latest position of traffic on congested roads. This is 

a unique feature is very useful to car drivers to take an 

alternate route in case of congestion. 

b. Using image processing technique. 

The system is made more efficient with the addition of 

intelligence in term of artificial vision, using image 

processing techniques to estimate actual road traffic and 

compute time each time for every road before enabling the 

signal. System is clever enough to provide priority to 

authorized emergency vehicles with the help of GSM at a 

particular intersection. 

c. Using IR sensors. 

The system contains IR transmitter and IR receiver which are 

mounted on the either sides of roads respectively. The IR 

system gets activated whenever any vehicle passes on road 

between IR transmitter and IR receiver. A microcontroller 

controls the IR system and counts number of vehicles passing 

on road. The microcontroller also stores vehicles count in its 

memory. Based on different vehicles count, the 

microcontroller takes the decision and updates the traffic 

light delays as a result. The traffic light is situated at a certain 

distance from the IR system. Thus based on vehicle count, 

microcontroller defines different ranges for traffic light 

delays and updates them accordingly. 

 

2. EMBEDDED SYSTEM 
List of problems to be solved 

 Heavy Traffic Jams 

 No traffic, but still need to wait 

 Emergency car stuck in traffic jam 

 Lack of Traffic Information to users 

 Conservation of Fuel and decrease in Air Pollution. 

The proposed embedded System takes input from an infrared 

sensor arranged at the side of the road. The infrared sensor 

tells the traffic light about the presence of the vehicle and 

also the length of the queue. The ITLC receives input from 

all the sensors on all four roads of the junction and then 

based on these inputs, it calculates the green light time for 

each side. The author also talks about interconnecting the 

traffic lights so that the problem of congestion can be solved 

at the larger level rather than at just one junction. The author 

proposes that if all the traffic lights know about the 

congestion at other signals, the traffic can be re-routed to 

another route, hence avoiding congestion from occurring at 

same place.  

The system also has support for GSM SMS support. The 

drivers can send an SMS to know about the traffic 

conditions, and the embedded system on the traffic light, 

which is connected to the GSM tower will send a reply to the 

user based on the data available. In case of emergency, the 

traffic lights can be informed of the emergency vehicles route 

and hence the lights will give the emergency vehicle a green 

path for faster and easier commute. This feature will be 

especially useful in any metropolitan city. The ITLC consists 

of the following hardware: microcontroller (AT 89 C 51), 

input switching matrix, serial communication interface, GSM 

interface, Real Time Clock 1307, Clock circuit, Relay Driver 

ULN 2003, LED interfacing circuit. Figure 2 shows the block 

diagram for the same.  

http://en.wikipedia.org/wiki/Queueing_theory
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 Figure 1:  Block Schematic of Intelligent Traffic Light 

Controller with GSM interface. 

3. IMAGE PROCESSING 

TECHNIQUE 
The proposed system aims to improve the efficiency of the 

traffic control system over the existing systems. The system 

is designed using image processing characterized by signal 

controlling. The functioning of the proposed system is based 

on traditional systems along with automated signal 

controlling. The system first captures the artificial vision of 

the traffic load on the road with the help of a digital camera. 

The digital camera is mounted on a motor so it can rotate 90 

degrees to face the lane and easily capture the image. This 

rotation of the camera is controlled by a PC through a 

microprocessor. The image of the lane is processed using 

image processing techniques and an estimation of the traffic 

load is calculated.  

Estimated traffic load on a particular lane is then used to 

calculate the time required for controlling of signal lights. 

The system calculates the time, every time and operates in a 

cyclic clockwise signal lights control. The maximum and 

minimum time limit is maintained in order to prevent over 

waiting of vehicles. Controls of the signal are routed through 

the microcontroller. Further, the emergencies are handled 

using GSM techniques. This is done by interrupting the 

normal functioning. The emergency set the priority and the 

lane that is requested is opened. Once the emergency is 

removed the system starts normal functioning. Figure.2 

shows the block diagram of the proposed system and 

explanation as below. 

 

A. Control of signal lights 

The signalling is cyclic and in the clockwise direction that 

starts from the first road to the fourth road, sequentially. 

Applying image processing technique on the captured image, 

the estimated density is calculated and the time is set. Digital 

colour or monochrome camera is used to capture the image. 

The calculated time is then passed on to Microcontroller 

89s52, 40 pin DIP with necessary RS232 interface. The 

signal light is operated by microcontroller through driver 

circuitry. The camera is mounted on a rotary platform at a 

sufficient height in order to get enough elevation for vision 

which is required to view predefined length of the vehicles. 

The rotation of the camera is done by a DC motor driven by 

microcontroller via driver circuit. This is shown in figure 2. 

 

B. Emergency 

 

Emergencies are handled using GSM technique. The 

authorized emergency vehicles like Police van, ambulance or 

fire trucks are given priority to cross the intersection first. 

This is possible after a request is sent through an SMS as it 

approaches at the intersection. The signal remains on till it 

crosses the junction and it is put off to resume the normal 

functioning by sending another SMS. Such an emergency 

handling can be seen in figure 3. There is a GSM transmitter 

at the end of the vehicle and a receiver at the intersection. To 

raise the priority correct lane number to intersection, need to 

be transmitted. In case if more than one emergency arises, 

the first come first serve mechanism is used to set the 

priority. 

 

 

Figure 2:  Block Diagram of proposed system based on 

image processing technique. 

FUNCTIONING AND ALGORITHM: 

a) Normal Mode 

The functioning of the lights is shown in Table 1. The signal 

is cyclic and is in clockwise direction. From the experiments, 

the minimal signal time set is found and that would be the 

time taken to cross the intersection 1.5 to 2 times for safety. 

The signal changes from C to D road with time set of 18 

seconds. After 4 seconds, the emergency is detected and the 

signal goes green at road C. After the emergency, the normal 

operation continues. 

 

b) Caution Mode 

In caution mode, the system switches off the signal control 

and keep only the red light blinking to warn vehicles to slow 

down while approaching the intersection during night time 

and in afternoons. (If required in some cases only)for the 

time period that will be set experimentally. Night caution 

mode is on after 10 pm. Caution mode is started when the 

system detects and calculates less than minimum control for 

at least 3 turns of signal or it is on after the preset time. After 

the caution mode goes off the system returns to its normal 

mode which is at morning 7:30 am. 

 

c) Image processing 

The following steps include experimentally found out results 

along with simplified consideration in the processing of a 

captured image. 
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Figure 3 Emergency handling through GSM by sending 

SMS to raise priority 

 

 

 

 

 

Table 1: Actual functioning of lights 

 

 
  

d) Fixing the queue area: 

The predefined queue length is L1 and road width gives the 

maximum area of the queue. The time required to clear the 

queue area is T and it will be the maximum time setting for 

the control of the signal at that intersection. This area is 

obtained by the camera mounted on the motor. Thus, L and T 

are found experimentally. 

 

e) Region of interest (ROI): 
The queue area is the region of interest and could be frozen 

by generating a cropped image of the empty road. The 

captured image is saved in matrix form Imn. The final 

cropped image Fmn is the product of Cmn. Refer figure 4. 

 

f) Conversion to gray scale: 

The captured image is converted into grayscale image. 

Grayscale image is again converted to binary. MATLAB 

functions rgb2gray(x), adapthisteq(x) and im2bw(x,0.3) are 

used. 

g) Subtracting: 

The cropped image of the scene is subtracted from the ROI to 

get area occupied by vehicle. This is achieved by carrying 

out AND operation on cropped image and ROI. 

h) Time calculation: 

The maximum time T is known. Now, in the above step after 

finding out the percentage occupancy, the percentage of T 

will be final time Tf, that would be applicable for the control 

of the signal. The final signal light is driven by the 

microcontroller for the calculated time. 

 

4. RFID SYSTEM 
Several attempts have been made to make traffic light’s 

sequence dynamic so that these traffic lights operate 

according to the current volume of the traffic. such as 

inductive loop, magnetometer, infrared, acoustic, ultrasonic, 

visual camera, radar etc. 

All the afore-mentioned technologies solve only a part of the 

problem of traffic management. Most of them do not deal 

with real-time traffic control, which may not conform to the 

forecast data on which these systems work. These systems 

treat an emergency vehicle as the ordinary which means no 

priority to ambulance, fire brigade or V.I.P vehicles. As a 

result, emergency vehicles stuck in traffic signal and waste 

their valuable time. 
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Radio Frequency Identification (RFID) is an emerging 

technology that will detect the congestion in real time and 

subsequently manage it efficiently to ensure smooth traffic 

flow. This system considers the priority of the different type 

of vehicles and also the density of traffic on the roads by 

installing RF reader at the road intersections. Radio 

frequency identification is a technique that uses the radio 

waves to identify the object uniquely. It is a technique that is 

widely used in the various application areas like medical 

science, commerce, security, Electronic toll collection 

system, access control, etc.  

There are three main components of RFID: RFID tag, RF 

Reader and Database. 

 

 
Figure 4: RFID traffic-controlled system. 

: 

In the proposed work, each intersection contains 8 RFID 

readers. The road is divided into two lanes. Each lane has its 

RFID reader to track the vehicles passing through it. Each 

intersection point has its own database to store the 

information regarding the vehicles that passed from it with 

timestamp and traffic light. Every vehicle has a RFID 

enabled device that stores a vehicle identification number 

(VIN). Every vehicle has its unique VIN number that 

provides the information regarding the priority of the vehicle 

and type of the vehicle. With the help of VIN, we can 

uniquely identify the vehicle & its owner. 

Vehicle Identification Number (VIN): In the proposed work 

RFID, tag will store a Vehicle Identification Number. This 

number is divided into 3 parts: First part represents the 

priority of the vehicles. Next part represents the type of 

vehicle and the last part represents the vehicle number. 

Priority: In the proposed work, different types of vehicles 

have the different priorities. The total vehicles are divided 

into 4 categories: First system category includes Ambulance, 

Fire Brigade vehicles, Police Vans and V.I.P vehicles. These 

vehicles have the highest priority. The second category 

includes the public and school & college buses. These buses 

need to reach their destination on time so these vehicles also 

need a fast service. The third category includes the car, 

motorcycles and scooters and the fourth category include the 

Heavy vehicles. Day time priority of 3rd category is high as 

compare to the 4th category but during night hours the 

priority of the heavy vehicles high. 

The following given pseudo-code helps to generate an 

efficient algorithm to control the sequence of the traffic light 

according to the parameters discussed above. 

While (true) 

1. Store all lights in Queue 

2. Sense the vehicles on different lights continuously 

3. If a high priority vehicle is detected then 

  a. Send an emergency signal to center Traffic light 

controller. 

  b. Find the road corresponding to the reader that detect a 

high priority vehicle. 

  c. Set the corresponding traffic light Green 

4. Else 

5. For i=1 to 4 

  a. At decision point, dp Pick the traffic light Queue[i] 

  a. At traffic i Count the number of vehicles & check type of 

vehicle. 

  b. If Emergency vehicle found then 

     1. Go to step 3. 

  c. Else follow steps d to f. 

  d. Find the priority of the different vehicle at traffic light i. 

  e. Calculate the total sum according to Number of vehicle. 

  f. On the basis of sum calculate the time for green signal. 

  g. If any light doesn’t get it turn within the threshold time 

then, 

      1. Give the turn to that light. 

6. End Loop. 

7. End. 

Thus after receiving the message from linked lights 

controller consider the factors like traffic density of the road, 

the priority of the vehicles and queue length and starvation 

factor to decide the term of the light to display green signal. 

 

5. COMPARISON 
Technique 1 uses Inductive loops that can be placed in a 

roadbed to detect vehicles that pass over the loop, while more 

sophisticated sensors estimate the speed, length, and weight 

of vehicles and the distance between them. While this system 

works for traffic at all speeds, it does have the drawback of a 

high error rate in detection and transmission of traffic 

information. Other drawbacks include cumbersome 

installation of inductive loop devices, tedious maintenance 

and the improbability of managing traffic locally. 

Another popular technology is, the usage of cameras and 

image processing as shown in technique 2. Here one or more 

cameras are installed so that all the objects on the road are 

visible. The optical data from both the visible and infrared 

spectrum as captured from the camera are studied. 

Performance of these methods is largely dependent on the 

quality of the geo referencing of overlapping images and the 

quality of the road database. The system is expensive too and 

the fuzzy algorithm is not fool proof. 

 

6. CONCLUSION 
In the paper, there is a comparison of 3 intelligent traffic 

light control systems. All the techniques and their workings 

have been discussed briefly. The first technique uses 

inductive loops which can be placed on the roadbeds to 

detect vehicles passing through it. A further study can be 

conducted and implemented which may include calculation 

of more information about the vehicle and accordingly 

controlling the traffic lights.  

Technique second is based on image processing from the 

high definition camera image. The traffic lights change 

according to the information obtained from the image taken 
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by the camera. It was based on overlapping and geo 

referencing of the image captured.  

Technique third is based on the RFID sensing. All the 

vehicles are provided with VIN and RFID tag. The 

information about the priority and VIN is stored in the tag. 

Also, there are RF sensors placed on the roads. The RF 

sensors sends the signal to the traffic control centre, which 

based on the priority changes the normal functioning of the 

signal. Also, the sensors smartly detect the number of 

vehicles and accordingly changes the time of green signal. 

Hence, there are 3 techniques proposed which can smartly 

change the way of operation of traffic lights, which can solve 

the problems of never-ending traffic jams, air pollution, time 

wastage, information about traffic to drivers. It is most 

required in the metropolitan cities as the cities have these 

problems in abundance. 
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