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ABSTRACT 

Pattern mining is an important field of data mining. The 

fundamental task of data mining is to explore the database to 

find out sequential, frequent patterns. In recent years, data 

mining has shifted its focus to design methods for discovering 

patterns with user expectations. In this regard various types of 

pattern mining methods have been proposed. Frequent pattern 

mining, sequential pattern mining, temporal pattern mining, 

and constraint based pattern mining. Pattern mining has 

various useful real-life applications such as market basket 

analysis, e-learning, social network analysis, web page, click 

sequences, Bioinformatics, etc., this paper presents a survey 

of various types of pattern mining. The main goal of this 

paper is to present both an introduction to all pattern mining 

and a survey of various algorithms, challenges and research 

opportunities. This paper not only discusses the problems of 

pattern mining and its related applications, but also the 

extensions and possible future improvements in this field. 

General Terms 

Pattern mining, FP-Growth method, Frequent patterns, 

Sequential patterns, temporal pattern mining, D2PM 

framework, TD2PM framework 

Keywords 

Constraints, Sequential Pattern Mining, Frequent Pattern, 

Domain Driven Pattern Mining. 

1. INTRODUCTION 
There are various tasks of data mining such as clustering, 

classification, prediction, outlier analysis and pattern mining. 

But the major task of data mining is to discover the useful, 

unexpected and user expected patterns, which help to forecast 

the future or to understand the past [1]. However, there are 

several methods which discover patterns in large data that can 

be understood by human beings. These methods can be 

classified on the basis of the categories of patterns they 

discover. Some popular types of patterns found in the datasets 

are frequent item sets, different types of trends, sequential 

patterns, clusters and outliers and temporal patterns [2]. 

Agrawal and Srikant [3] has emerged this field in the 1990s 

with the introduction of frequent patterns. For example,  

patterns like {soap, cream, paste} in a transactional database 

of a store can be discovered by Apriori. This pattern indicates 

that these items are frequently purchased together. 

 Although several pattern mining techniques such as frequent 

itemset mining [3], association rule mining [3,4] are very 

useful for their applications, they are lacking of exploring the  

 

sequences useful in terms of time or ordering from the 

database. For example, to analyze the order of words in 

sentences, network intrusion detection, etc.. To recover this 

problem, sequential pattern mining was introduced. Sequential 

pattern mining is capable to discover in a sequential database. 

Sequential pattern mining is very active research filed due to 

its popular applications such as e-learning, web page click-

stream analysis, fraud detection in digital transactions etc.  

Every year sequential pattern mining needs extensions.  In this 

regard temporal pattern mining was introduced. Temporal 

pattern mining is  a quickly developing zone of research that 

covers a few controls, including time arrangement 

investigation, pattern recognition, visualization, temporal 

databases, Parallel computing. Temporal data mining is 

connected with information mining of extensive successive 

informational collections. Temporal data is organized by some 

time point.  For instance, time arrangement constitutes a well 

known class of consecutive information, where records are 

ordered by time. Some more cases of consecutive information 

could be arrangements of proteins, moves in a chess 

amusement and so forth. In this regard, temporal sequential 

pattern mining has been challenging field of temporal data 

mining.  Basically, it deals with the problem of finding the 

frequent item sets in a given database [3].  However, it is 

found that without constraints, the conventional mining 

approaches generates a large number of patterns and rules but 

only few of them are useful. This phenomenon leads the 

concepts of constraint based pattern mining [5].  Constraints 

limit the number of mined patterns to reduce the complexity 

[4].  However, various papers regarding the survey of frequent 

pattern mining, sequential pattern mining and temporal pattern 

mining have been published, they are not presenting the 

relationship among these various patterns and the most recent 

advancements in this field. In this paper, all domains of 

patterns mining, challenges related to every dimension and 

recent techniques have been surveyed.  The first section 

describes the frequent pattern mining, data representation used 

in frequent pattern mining and other type of frequent patterns. 

This section also provides an overview of various algorithms 

of frequent pattern mining, their shortcomings and 

comparative study of algorithms. Section three surveys about 

the algorithm of sequential pattern mining. In this section, 

most recent advancements in this domain have also been 

discussed. In section four constraints based sequential pattern 

mining methods have been discussed. Further, section five 
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discusses a survey of temporal pattern mining. Section six 

discusses the challenges and opportunities available in the 

field of pattern mining, and the last section conclusion is 

presented.  

2. FREQUENT PATTERN MINING 
The discovery of frequent itemsets in databases was first 

introduced by Agrawal and Srikant in 1993 [6]. It was initially 

called as mining of item sets. But in the current scenario, it is 

termed as frequent item set mining. Frequent item set mining 

was mainly proposed to understand the behavior of the 

customers,  but it is applicable in several domains. Frequent 

itemset mining is useful in many applications with varied 

range of domains like image classification [7], network traffic 

analysis [8], Bioinformatics [9], detection of malware [10], 

analyzing the typical behavior of customers [11] and e-

learning [12]. Frequent item set mining is also helpful to 

discover, connected patterns [13,14], designs in sequences 

[15,16] and graphs [17], uncommon patterns [18]. 

Frequent pattern mining (FPM) is initially proposed to 

generate interesting itemsets in the transactional database, that 

is having interesting relations among items. Various measures 

parameters can be used to analyze  the interestingness of these 

patterns. In FPM, support is initially used to measure the 

interestingness of  a given itemset.  

Formally, the problem of FPM is defined as : Let, there be a 

transactional database  .Tn… T2, T1,DB ,it is a collection 

of transactions and I be the set of items    .im… i3, i2, i1,I .  

An itemset A is a set of items such that A ⊆ I.  Let |A| denotes 

the  number of items contained in an itemset A and |DB| 

denotes the cardinality of the set DB i.e. the number of 

transactions in a database. An itemset A is said to be length l. 

|A| = l, if it has l items. The support  of an itemset A in a 

transactional database is denoted as sup (A) and defined as the 

number of transactions which contain this itemset A, i.e. sup 

 DBTTATA  | .Some researchers defined  

the support as the ratio of an itemset. That can be defined as 

relative
DB

A
A

)sup(
 . 

Frequent pattern mining is difficult. The beginners used to 

solve this problem by considering all possible  itemsets that 

satisfy the minimum support threshold specified by the users. 

However, beginners’ approach is not satisfactory as if the 

number of possible itemsets in the search space is too large or 

too long, this is unmanageable. To extract frequent itemsets 

efficiently, some more efficient methods are required that 

explore the search space and without considering all possible 

itemsets and mine them efficiently. In this regard, various 

algorithms have been proposed. Some of the mostly used are 

Apriori [1], FP-Growth method [19], Eclat [20], H-mine [21], 

LCM [22]. These algorithms discover the same type of 

frequent patterns for the same input of data, but their 

approaches and data structures used are different. FPM 

algorithms can be differentiated in: 

 Which search method, they use, during discovery of 

patterns (BFS / DFS). 

 What type of data representation they use 

(internal/external). 

 What parameters they use to determine the itemset 

next to be discovered. 

 What method, they apply to count the support for 

satisfaction of the minimum support constraint. 

The next section presents the strategies used by these 

algorithms and discusses their advantages and disadvantages. 

2.1 Searching methods (BFS and DFS) 
FPM algorithms can be differentiated by the searching 

methods they apply to discover patterns. Most of them use 

either breadth first search or depth first search algorithms. 

BFS is called level wise algorithm. Apriori method  discovers 

patterns using BFS. It explores database by first determining 

1-l itemsets, then 2-l  itemsets and so on, until it discovers the 

set containing all items. Whereas other algorithms such as FP-

Growth, works on depth first search. DFS starts from 1-

itemsets and then recursively adds items to the recent itemset 

list to generate large frequent itemsets. 

To mine the frequent patterns efficiently it is necessary to 

reduce the search space. Further search space pruning 

methods have been proposed.  For that monotone measure is 

used. Monotone measure can be defined as if an itmeset is not 

frequent, all items in its supersets are also not frequent and 

thus ignore them to explore, that is for any itemset A and B 

such that A ⊆ B, it follows that )sup()sup( BA  [3]. 

This property is also called as anti-monotonicity, downward-

closure property or Apriori  property [3]. These properties are 

very useful to reduce the search space. 

2.2 Data representation (Horizontal and 

Vertical representation) 
There are two standard data representation: vertical and 

horizontal data representation. Apriori uses a horizontal 

database representation. Although, Apriori is a motivation for 

other algorithms, it has some issues. First one is its generation 

of candidates by appending itemsets without focusing on 

database and may generate many useless patterns. Thus, it is 

very time consuming algorithm. Another limitation is that 

while using BFS, it requires more memory and in worst case 

complexity is O (a2n), where a is the number of unique items 

and n is the count of transactions. 

Eclat [23]  algorithm is an improvement over Apriori. It uses a 

DFS search method and avoids to keep many itemsets 

simultaneously in memory. Eclat uses a vertical database 

representation. Vertical database is generated by scanning the 

horizontal representation of database only once. Vertical 

representation has very interesting properties.  First is that, 

horizontal representation can again be regenerated through 

vertical  representation, and the other one is that, by avoiding 

scanning of the database, candidates can be generated directly 

as well as support count can also be done directly. Eclat 

algorithm is a very powerful algorithm as it uses vertical 
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representation and possibly generates candidates and support 

count directly without scanning the database. 

However, Eclat also has several issues. It does not scan the 

database and generates frequent candidates and assume any 

itemsets that are not present in the database, and as it uses the 

database where each item is represented by a unique id that is 

tid and it intersects the tids during candidate generation. The 

size of this tid list is very large that affects the runtime and 

memory size of Eclat. To store tid list, more memory is 

needed. Further Zaki and Gouda [24] introduced a new 

structure, diffset for vertical data representation using dEclat 

algorithm. This algorithm uses the difference of tidsets which 

has reduced the size of the itemset. It also increases the 

performance of operations, which are applicable on itemsets. 

dEclat achieves the improvement over Ecalt in memory usage 

and in performance specifically on dense database. However, 

using diffset in sparse database, is not advantageous. Further, 

other improvements are proposed for this tidlist as encoded bit 

vector tidlist [25].  

2.3 Pattern Growth Algorithm  
To overcome the limitations of Apriori based algorithms, 

pattern growth algorithms were introduced. FP- growth 

method, H-mine algorithm and LCM (Linear time Closed 

itemset Miner) algorithms are the main developments in this 

domain. The key idea behind pattern growth algorithm is to 

scan the database and find the items without candidate 

generation. The search is mainly based on a  limited portion of 

the database this reduced the search space. Early pattern 

algorithms used projected database with DFS search. The key 

idea of pattern growth algorithms is to explore the frequent 

itemsets without including the infrequent itemsets in search 

space using the projected database. In this regard FREESPAN 

[26] algorithm was introduced and WAPMINE [27] algorithm 

uses the pattern method and creates WAP (Web Access 

Pattern) tree using the concept of tree structure mining. This 

method builds the WAP tree only by scanning the database 

twice and maintain a table called header table of frequent 

items with their related support. This table is used to point at 

the first item in frequent itemsets for each item and thus 

further helpful in finding the frequent sequences in a threaded 

way using the suffix. Although WAP mine [27] is better, but 

it has a major problem. As it rebuilds exclusively intermediate 

trees during the mining process this increases the size of 

resultant frequent patterns. It required more memory to store 

these WAP trees. Further, the PLWPP algorithm by building 

the trees based on prefix, not on suffix. The Prefixes are 

coded nodes for each position. 

However, the concept of projected database increase the cost 

while creating multiple copies of the same database. Further, 

the pseudo- projection method solved this problem. It 

optimizes the size of the projected database by using the 

concept of pointers. LCM [28] algorithm merges the duplicate 

transactions in the projected database by using  an array of 

support counting, hence reduces the size of the projected 

database. Further, H-mine [29] method used a hyper tree- 

structure to reduce the size of projected database as well as 

memory usage. FP-growth algorithm further discovered a 

prefix tree structure for generating the frequent itemsets. In 

recent years, various methods have been proposed as an 

improvement over the available methods to increase the 

efficiency of these algorithms. These algorithms have been in 

terms of introducing some optimized methods and enabling 

the frequent pattern mining algorithms to run on multi-core 

processors [30] and in the environment of cloud computing 

using Hadoop and Spark tool [31]. 

2.4 Other type of patterns  
Although frequent pattern mining has many applications in 

use, it has major limitations. This section reviews some other 

important type of patterns which resolves the limitations of 

frequent pattern mining. 

One major drawback of frequent mining is that the algorithm 

may discover a large number of itemsets and it may be 

difficult to identify patterns. Sometimes these itemsets may be 

redundant. So to represent a more concise view of frequent 

itemsets and reduce the amount of frequent items. Some most 

popular representations of frequent items have been proposed. 

They are the following: 

(1) Closed itemsets- Closed itemsets [28,32] filters, frequent 

itemsets having no superset with the same support. It 

discovers only closed itemsets. The most important property 

of closed itemsets is its lossless representation. It represents 

frequent items losslesssly. It means there is no need to scan 

the database while recovering the information related to all 

frequent itemsets. 

(2) Maximal itemsets - Maximal itemsets [33] are the set of 

frequent items having no frequent supersets. It means they are 

considered as the highest amount of frequent itemsets. Thus, 

they are the subset of closed itemsets. But maximal itemsets 

represent frequent itemsets losslessly and cannot do recovery 

of support of frequent item sets. 

(3) Generator itemsets- Generator itemsets [34,35] is the 

collection of frequent sets having no subsets with the same 

support. This set is always equivalent or greater in size as 

compared to sets of closed itemsets and maximal itemsets. 

3. SEQUENTIAL PATTERN MINING 
Sequential Pattern mining is an active research area. 

Sequential pattern mining is related to the sequences. The 

Sequence is nothing but an ordered list of events, symbols, 

nominal data, etc. for example c, d, c, d, a, a, c, d represents a 

sequence of letters. There are various applications of 

sequential mining such as searching sequences of products 

sold out in retail stores, sequences of letters in text or speech, 

etc. Agrawal and Srikant [36] first introduced the concept of 

sequential pattern mining. Generally sequential pattern mining 

is related to the time series data and sequences. But in this 

paper, the main focus is on sequential data. Some definitions 

related to the sequences are discussed next here.  

Let there be a set of products  In .…I3, I2, I1,I .  

An itemset A is a set of products such that A ⊆ I. |A| 

represents the set cardinality. |A| =l denotes the length l of the 

itemset i.e. the number of  items contained in this itemset. For 
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example, in a retail store  f e, d, c, b, a,I represents 

the items purchased by the customers. The set {c, d, e,} is an 

itemset that contains 4 items. Thus a sequence 

> f} {e, d}, {c,  {b}, b}, {a,< represents5 transactions 

of customers in a retail store and represents item a, b and b are 

purchased at the same time, then item b, then e and f are 

purchased at the same time.  >Sn  S3… . S2,  S1, .=<Sq
is said to be of length l, if it is having l items, for example, the 

sequence  > {f} f}, {e d}, {c {b}, b}, {a,< is a sequence. 

A sequence database is a database or a list of such sequences 

>Sqn .……Sq3 Sq2, Sq1,< =SDB .SID is the sequence 

identifier. The Table 1 represents a sequence database that 

contains the sequences. Each sequence represents the 

transaction made by a customer.  

Table 1. A Sequence Datbase 

SID Sequence 

1 
<{b, c},{c}, {c}, {f}> 

2 
<{a, b}, {c, d}, {e} > 

3 
<{c}, {d, e}, {e, f}> 

4 
<{b}, {e, f} > 

5 
<{e}, {d, e} > 

A sequence is called a subsequence, if it is contained in 

another sequence. For example  > f} {e, {d},<  is a subsequence 

of > f} {e, e}, {d, {c},< as it is contained in that sequence. Thus 

the main purpose of sequential pattern mining is to explore 

interesting subsequences in sequential database. Originally the 

problem of sequential pattern mining is to find all frequent 

subsequence based on sequence database [30]. However, this 

approach is not appropriate as the number of subsequences 

may be very huge. So it is unrealistic and it is required to 

design some appropriate method to reduce the number of 

possible subsequences. In this regard, a number of algorithms 

have been proposed. These algorithms can be discussed 

through the methods, they use while discovering the patterns 

and various data structures  used for the search. The next 

section discusses about the advantages and disadvantages of 

these algorithms. 

Generally, these algorithms can be categorized on the basis of 

search techniques they use. There are two types of searching 

techniques to scan the database: breadth first search and depth 

first search. GSP algorithm is based on the BFS. On the other 

hand Spade [37], PrefixSpan [38], SPAM [39], Lapin [40], 

CM-Spam [41] and CM-Spade [41] use the DFS approach. 

First, this paper discusses about GSP method.  GSP scans the 

database level wise by first scanning the database to find 1- l 

sequences, then generates 2- l sequences, then 3- l sequences 

and so on till the last sequence.  It uses a horizontal database 

and performs level-wise search to explore frequent patterns. It 

uses the Apriori property for finding frequent items. It is one 

of the very first sequential mining algorithms. However, it has 

some major limitations. The main problem with GSP is 

multiple database scans for calculating the support of 

candidates. So it is very costly. However, some optimizations 

can be used to reduce the cost.  Another problem with GSP is 

that the search space is very large as it contains greater than 2n 

sequences in the worst case, if a database has n number of 

items. Apart from this, it may discover some nonexistent 

patterns and it may wastage of time while considering such 

non existential patterns. Another big issue with GSP is its use 

of memory for storing all frequent patterns of length l to 

generate next length l+1 patterns as it uses BFS. Hence a huge 

consumption of memory can affect the performance.  So, this 

method is not so appropriate.  

SPADE [37] is an improvement over GSP as it uses vertical 

database representation. However, to represent a vertical 

database, it is required to scan the horizontal database once. , 

and horizontal database can be created by applying the reverse 

scan on the vertical database. SPADE takes advantage of 

vertical database representation. Using vertical database 

representation, support can be directly calculated from the ID 

list of patterns and ID list can be obtained without performing 

any scan to the original database, only by joining the ID list. 

SPADE algorithm can explore the whole database by 

scanning the database only once to prepare the ID lists of 

single items, then by joining the ID list, support of the pattern 

can be calculated. Thus, SPADE algorithm can generate all 

frequent patterns without scanning the database repeatedly 

and also there is no requirement to store a large number of 

patterns in memory. As a result, this algorithm is considered 

as the most efficient sequential pattern mining approach. 

However, the structure of ID list may be very large and join 

operation can be costly. In this regard, SPAM [38] algorithm 

introduced the concept of bit vectors to represent this list. Bit 

vector representation can reduce the requirement of memory 

for sequential patterns, and it is useful in dense database. 

Further, some techniques to compress bit vectors have been 

introduced. BitSpade [42] algorithm introduced bit vector 

approach. It is the improved version of SPADE algorithm. 

Another approach of indexed sparse list IDs is introduced by 

Fast [19] method. It is helpful in calculating the support of 

candidates more quickly and this reduces the amount of 

memory usage. Moreover, Prism [40] approach introduced the 

method of Prime Block Encoding. However, SPAM and 

BitSpade generate a large amount of candidate patterns and 

thus join operation is costly. Further, SPAM algorithm 

introduced its improved version: CM-SPAM and CM-SPADE 

approach [43]. They proposed the method of co-occurrence 

pruning [38] so that the number of joins can be reduced. For 

that, the database is scanned and the co-occurrence map of 

IDs is created. Thus, CM-SPADE is considered as the fastest 

algorithm [40] of sequential pattern mining. Further, Pattern 

Growth introduced the concept of scanning the database 

recursively to generate large patterns. This algorithm is DFS 

algorithm that avoids the problem of generating of candidate 

patterns that may not exist in the database. However, scanning 

the database recursively can be costly. Further, Pattern 

Growth algorithm introduced an improved version with the 
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concept projected database [38,40,44] which reduces the size 

of the search space by using DFS. PrefixSpan [38] algorithm 

is the most popular pattern growth algorithm, which is 

inspired by the FP Growth method [19]. It starts exploration 

of a sequential pattern consists of a single item and then 

recursively generate larger patterns by appending the items. It 

uses lexicographical order to ensure that no duplicate pattern 

is generated. However, the major issue of PrefixSpan is that it 

is very costly to scan the database repeatedly and requires 

more memory to store the database projections at runtime. 

Further, using the concept of pseudo-projection, this cost can 

be reduced. Pseudo-projection maintains the projected 

database in terms of set of pointers [45,29]. Another method 

of pattern growth is FreeSpan [46]. This is the previous 

version of PrefixSpan.  

In the above sections, three types of sequential pattern mining 

algorithms have been discussed: BFS based algorithms that 

generate candidates, e.g. AprioriAll algorithm and GSP 

method, DFS based algorithms that generate candidates using 

the IDList. 

4. CONSTRAINT BASED PATTERN 

MINING 
However, sequential pattern mining has various important 

applications, it suffers from some fundamental limitations. 

The major problem with it is that the algorithm may generate 

a huge number of patterns depending upon the value of 

minimum support threshold. Moreover, as the number of 

pattern  increases, the performance slows down in terms of 

runtime and memory usage. To overcome this problem, 

concise representation of sequential patterns has been 

extensively proposed. Concise representation uses only 

meaningful sequential patterns [47,48].Concise representation 

generates three types of sequential patterns: closed sequential 

patterns [49], maximal sequential patterns [50] and Generator 

sequential patterns [51]. However, these algorithms can 

generate more appropriate patterns, researchers proposed 

some constraints to reduce the number of patterns and 

generate more interesting patterns [52], A constraint is 

nothing but a special type of criteria that user impose to find 

more precise patterns. Various kinds of patterns have 

proposed. These constraints can be applied at two levels. The 

first way is to impose constraints after generating sequential 

patterns and then filter unwanted patterns. But the problem 

with this way is that it requires more memory and more time 

to generate a huge number of patterns and to store them. 

Another way is to impose constraint deep in the mining 

process. There are various constraints have been proposed.  

GSP is the first algorithm to impose Gap constraint and 

duration constraint. Gap constraint requires that the timestamp 

difference between every two consecutive  sequences must be 

either longer or shorter than the gap given  in the constraint. 

PREFIXSpan has been extended with the integration of gap 

constraint by Hirate and Yamana [53]. Further item 

constraints have been introduced by Pei et al., with the 

intention to find out the presence or absence of the item in the 

dataset. Length constraint imposes the condition on the 

minimum or maximum occurrences of items in an individual 

sequential pattern. Whereas, aggregate constraints filter out 

the prices of an item in every sequence. Various aggregate 

constraints are available such as Sum, maximum, minimum 

and standard deviation etc. [54]. Another important constraint 

is a regular expression constraint. It allows the user to find out 

regular expressions present in patterns. SPIRIT algorithm uses 

this constraint to specify regular expressions. Three important 

types of constraints have been proposed that can be pushed 

during the mining process. Antimonotone constraint can be 

used to filter out the search space using the downward closure 

property. Second is convertible constraint. They neither 

belong to monotone nor antimonotone but using some 

techniques, they can be changed into antimonotone constraint 

[55]. Third is succinct constraint, it can filter out the patterns 

only by viewing the single item.  

5. TEMPORAL PATTERN MINING 
Moreover, sequential pattern mining is extended in the 

direction of temporal pattern mining.  Various temporal 

pattern mining methods have been introduced to find temporal 

patterns in the transaction database. They partition the 

database on the conditions of time granularity. In this regard 

periodic pattern mining was introduced. It finds out the 

patterns that appear periodically and frequently in the 

database. PPM [56] and Twain [57] proposed this periodic 

pattern. Further calendar algebraic expression has been 

introduced by Ramaswamy et al. [58]. 

But this approach has a problem that the user should have the 

prior knowledge about the temporal patterns. To recover this 

limitation, several other approaches were proposed by the 

authors. But they are not able to express time intervals and 

periods so effectively. Further Claudia Autunes [59] proposed 

some additional types of constraints. Ʊ-Constraints are 

constraints that integrate content, existential and temporal 

constraints. Content constraints concern with items relevant in 

business taxonomy. Existential constraints are related to the 

usual frequency parameters such as support counts. However, 

the algorithms produced a large number of patterns, most of 

them are useless and uninteresting for the end user.  

To generate the patterns on user expectations, some authors 

have proposed to use some constraint relaxations to maintain 

the efficiency of the algorithm. By weakening the conditions 

of the original constraints, this mechanism allows the 

discovery of unknown information. Corresponding to this 

field, Domain Driven Pattern Mining (D2PM) framework was 

proposed [60] that allows for the discovery of patterns flexible 

in regards of transactional, sequential and structured patterns.  

These patterns are derived under constraints resultant from 

ontologies that capture background knowledge. This 

framework uses domain knowledge, represented through 

domain ontology.  This framework adapted the Interleaved 

algorithm to deal with the constraints defined, namely 

timespan constraint, complete constraint and cyclic 

constraints. D2PM framework distinguishes between two 

types of temporal constraints based on the time ontology. First 

is timespan constraints and other is cyclic temporal 

constraints. Cyclic constraints can be categorized into 
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complete cyclic temporal constraints and partial cyclic 

temporal constraints.  

Further, this framework is extended to incorporate time 

constraints deep into mining process and deal with complete 

periodicity. TD2PM standing for Temporality in Transactional 

Domain-Driven Pattern Mining [61] is the result of this 

extension which includes timespan and partial cyclic 

constraints. This algorithm allows for the discovery of 

patterns according to any time granularity chosen, without any 

further pre-processing. Further Walaa N. Ismail [21] 

developed an algorithm named PPFP-growth (Productive 

Periodic –Frequent Pattern-growth) that is able to extract all 

productive-associated periodic-frequent patterns. That is very 

helpful in generating pattern of various health-related vital 

sign data obtained from body sensor network in healthcare. 

6. CHALLENGES AND 

OPPORTUNITIES 
Finding out various types of patterns (frequent, sequential, 

temporal, etc.) is still an emerging and active research field. 

Although various methods have been studied and proposed, 

more scope is remaining. We point out some important 

opportunities: 

Requirement of more efficient algorithm- Any type of 

pattern mining is expensive. Its run time and memory 

requirement is costly. Especially, in case of dense databases 

where long sequences are present. Although several methods 

have been proposed and recent methods are more efficient 

than older methods, there is requirement of improvement. 

Some challenging areas such as high utilization patterns, 

uncertain patterns, designing of parallel, multi-core, 

distributed, GPU based methods are still to explore [62]. 

Requirement of methods to deal with more complex data- 

Another important challenge is to handle more complex data 

while mining the patterns. The Major challenge in this 

dimension is Spatial patterns [16]. Another issue is to explore 

complex patterns in databases. Further to search more 

interesting patterns, research should be required to design 

interesting measures. 

Applications- Since temporal sequential data is present in 

many new fields, there are various opportunities is in this 

dimension. The most promising applications in this field are 

social network analysis, fraud detecting in digital transactions, 

internet of things and sensor networks etc. 

7. CONCLUSION 
Finally, it can be concluded that Pattern mining is an 

emerging and the most challenging areas for which many 

stimulating problems remain open. The inclusion of 

constraints to existing pattern mining techniques may be used 

as a tool for a recommendation system or for advertising 

targeting purposes, analyzing web log servers [32], financial 

and biomedical purposes among other application. This paper 

has presented a comprehensive survey of various pattern 

mining techniques. The entire literature is viewed in three 

dimensions, first the type of patterns that have to be mined: 

sequential patterns, frequent patterns, temporal patterns, 

constraint based patterns, and second their shortcomings and 

recent advancements and the lastly various challenges and 

opportunities related to this field. In addition, the paper has 

discussed other research problems related every pattern 

mining such as enhancing the frequency of patterns, reducing 

the memory usage etc. 
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