Automatic Wood Classification using a Novel Color Texture Features
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ABSTRACT
A variety of texture classification approaches have been reported in the literature but many of them are focused on gray-scale textures. The aim of this work is to develop a novel color texture features by constructing a histogram based on the combined intensity and color channel information to effectively classify color texture images. Five features are computed from the histogram bin values to reduce the computational complexity. Experiments are conducted on a set of 164 color texture images from VisTex database. The K-Nearest Neighbor (K-NN) classification method is used as a classifier. The classification results are encouraging to use the proposed scheme with reduction in features. Further the proposed scheme is used in automatic wood classification to show the usefulness of the proposed scheme in industrial applications.
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1. INTRODUCTION
Texture classification is largely explored topic in the field of texture analysis. Color and texture are the two main attributes used to deal with real world images for color texture classification problems. Various color texture classification approaches have been developed and implemented in numerous tasks comprising Medicine, Content Based Image Retrieval (CBIR), Industry and many other computer vision applications.

Barata, Ruela, Francisco, Mendonca and Marques [1] have published two systems for skin lesion classification by employing color and texture features to diagnose the melanoma in dermoscopy images. Sertel, Kong, Catalyurek, Lozanski, Saltz and Gurcan [2] have extracted tissue properties at pixel level by combining model-based intermediate representation with texture features to develop a new color texture analysis method in medicine field. Hiremath, Shivashankar and Pujari [3] have introduced a CBIR application, in which wavelet based color texture features have been extracted and used in the classification step to obtain better results. Yadav, Roy and Kumar [4] have presented a study of content based image retrieval systems and texture analysis applications.

The industrial applications utilize the pattern recognition methods to yield better classification results with less computational complexity. In industrial applications, automatic grading of products namely ceramic tile [5], fabric [6], leather [7] and paper [8] have been discussed. Wood and granite are widely used industry products for the development of automatic machine vision system to identify the quality of the product. In the literature, applications of computer vision to the wood industry have been proposed [9-11]. Bombardier and Schmitt [12] have implemented fuzzy rule classifier to deal the color texture classification of an industrial product wood for color recognition. Akhloufi, Larbi and Maladgue [13] have introduced a new framework for industrial product inspection (wood, roofing shingles) by extracting statistical features from combined color and texture information. A method which employed spectrophotometer to evaluate inter-class color differences of wood surfaces is described in [14]. In paper [15], colour-based classification of rubber wood boards for fingerprint manufacturing has demonstrated.

In the present study, our prime motive is to develop a novel color texture features by constructing a histogram based on the combined intensity and color channel information to effectively classify color texture images. Five features are computed from the histogram bin values to reduce the computational complexity. Experiments are performed on a set of 164 color texture images from VisTex database. The K-Nearest Neighbor (K-NN) classification method is used as a classifier. The classification results are encouraging to use the proposed scheme with reduction in features. Further the performance analysis of the proposed scheme in automatic wood classification is examined to show its usefulness in industrial applications.

The major contributions of this paper are organized as follows, section 2 presents proposed scheme with details of histogram construction and feature computations. Texture classification is explained in section 3. Section 4 describes experiments and results along with the use of proposed scheme in wood classification as an industrial application. Finally, conclusions are mentioned in section 5.

2. PROPOSED SCHEME
The proposed scheme is divided into two parts, histogram construction and feature computations.

2.1 Histogram Construction Using Intensity and Color Channel Information
A histogram (H) is constructed using the intensity and color channels of a color texture image. We consider pair of images says (I, R), where I is the intensity image and R is the red channel image and compute the histogram (H). It captures intensity variations as a texture along with color variations for given directions as described in [16], the detailed algorithm is presented in Appendix (section 6). The bin values of the histogram are further used for the computations of features.

2.2 Feature Computations
The five features namely, mean, standard deviation, homogeneity, slope and entropy are computed using the histogram bins. The computations of features are as follows:

\[ \text{Mean} = \frac{\sum_{i=1}^{n} h_i}{n} \]  

(1)
3. TEXTURE CLASSIFICATION

Classification of texture images consists of two stages, training and testing. The 50% randomly selected samples from each class are used for training and remaining 50% samples are used for testing.

3.1 Training

The features are computed for each of the train samples using the proposed scheme and are stored in the feature library, which are further used for texture classification.

3.2 Testing

The features are computed for a test sample using the proposed scheme and compared with the features of all the training samples stored in the feature library using $l_1$-norm as the distance metric [18], given in (6),

$$D(p, q) = \sum |p_i - q_i|$$

where $p_i$ and $q_i$ represents the feature vectors of training and testing samples respectively. Then the test sample is classified using K-Nearest Neighbor (K-NN) classifier. In the present work, it is chosen as $K=1$.

4. EXPERIMENTS AND RESULTS

The experimental tests are performed using 164 color texture images with size 128x128 from Vision Texture (VisTex) database [19]. Each image is considered as one class for classification purpose. The image from the database has been subdivided into 20 overlapping randomly selected sub images of size 100x100 which results into a set of 3280 (164*20) samples. Further 10 randomly chosen samples from each class were used for training and the remaining 10 samples for testing [20]. The classification performance is evaluated by using proposed method as described in section 2. Table 1 shows the correct classification rate averaged over 10 experiments. It can be observed from the Table 1 that the maximum correct classification rate of 98.12% is achieved for the combination (I, R), (I, G), (I, B) at distance $d = 1$ and $\theta = 0^\circ, 45^\circ, 90^\circ, 135^\circ$. It is observed that the correct classification rate of 97.93% is obtained when $\theta = 0^\circ$ is considered. Hence, there is a reduction in number of features from 60 to 15 but there is no significant reduction in the correct classification rate. These reduced feature set are further used for an industrial application, wood classification, to show the effectiveness of the proposed scheme.

4.1 Application to Wood Classification

Wood is widely used material in variety of applications namely, construction, furniture, shipbuilding and interiors. The selection of wood is done using two properties like quality and price based on its visual surface appearance. While choosing the wood for flooring, strict selection methods are employed to achieve better results. The grading of wood is determined by fiber type and color tone for selecting beautiful and uniform surfaces. In order to satisfy this requirement, producers have made efforts to increase the quality standards of the wood. Thus wood classification is the major part in the analysis of wood textures as an industry product. The manual inspection of wood quality takes longer time, hectic work and subjective. So there is a need of developing computer vision techniques for automatic wood classification. Bianconi, Fernandez, Gonzalez and Saetta [21] presented wood surface grading using statistical properties on the parquet hardwood image database.
In the present work, we have performed experiments on RGB color space images from Parquet database [22] for flooring wood texture to evaluate the proposed scheme. The database contains fourteen classes of common parquet hardwood with different type, treatment and finish. The number of color tones for class ranges from two to four. The number of samples for tone ranges from six to eight. This creates the database of 295 images in all. The Fig 2. depicts the sample wood images, one from each class. The Table 2 shows the details of Parquet hardwood images used in the experimentations. The features are obtained using the proposed scheme for the combination (I, R), (I, G), (I, B) at distance d = 1 and angle θ = 0° classification results are presented in the Table 3. The first column in the Table 3 shows the feature combinations, the number of corresponding features is shown in the second column. Experimental results obtained for varying number of samples used for training and testing to achieve deterministic estimation of the classification accuracy are given in subsequent columns.

It is observed from the Table 3 that the proposed scheme yields 89.47% of correct classification rate when 7 samples are considered for training and 1 sample for testing by using all five features. The highest correct classification rate of 91.12% is achieved by using mean and slope features.
The algorithm for histogram construction of a color texture image is described below:

1. Input the color texture image \(X = (R, G, B)\)
2. Compute \(I = 0.299*R + 0.587*G + 0.114*B\)
3. Histogram construction
   a. Consider the pair of images \((I, R)\) as depicted in Fig 1.
   b. Consider a pixel \(X_{ij}\) with its 8 neighbors in \(I\) and the corresponding pixel \(Y_{ij}\) with its 8 neighbors in \(R\) as shown below:

\[
\begin{bmatrix}
\mathcal{a}_1 & \mathcal{a}_2 & \mathcal{b}_1 & \mathcal{b}_2 \\
\mathcal{a}_3 & \mathcal{a}_4 & \mathcal{b}_3 & \mathcal{b}_4 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\mathcal{a}_5 & \mathcal{a}_6 & \mathcal{a}_7 & \mathcal{a}_8 \\
\mathcal{b}_5 & \mathcal{b}_6 & \mathcal{b}_7 & \mathcal{b}_8 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\mathcal{X}_{ij} \\
\mathcal{Y}_{ij} \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\mathcal{I} \\
\mathcal{R} \\
\end{bmatrix}
\]

\[
\mathcal{I} = \text{Initialize the vector of } b \text{ bins, } H = 0;\]
\[
\text{for } i = 1 \text{ to } P
\]
\[
\text{for } j = 1 \text{ to } Q
\]
\[
\mathcal{M} = \text{maximum}(\text{minimum}(\mathcal{X}_{ij}, \mathcal{b}_1), \text{minimum}(\mathcal{Y}_{ij}, \mathcal{a}_1));
\]
\[
\text{if } \mathcal{M} = \text{minimum}(\mathcal{X}_{ij}, \mathcal{b}_1)
\]
\[
\mathcal{H}(\mathcal{X}_{ij}) = \mathcal{H}(\mathcal{X}_{ij}) + 1;
\]
\[
\text{end}
\]
\[
\text{end}
\]
\[
\text{end}
\]

where \(P, Q\) is the size of the intensity image \((I)\), \(X_{ij}\) is the \(ij\)th element in \(I\), \(Y_{ij}\) is the \(ij\)th element in \(R\), \(a_j\) is the neighbor of \(X_{ij}\) at distance \(d = 1\) and angle \(\theta = 0^\circ\), \(b_j\) is the neighbor of \(Y_{ij}\) at distance \(d = 1\) and angle \(\theta = 0^\circ\), \(nb\) is the number of bins considered while histogram construction.

**5. CONCLUSIONS**

This work presents a novel color texture features obtained by constructing a histogram based on intensity and color channel information along with their neighboring pixel in an image. The five features namely mean, standard deviation, homogeneity, slope and entropy are computed from the histogram bin values. The classification is carried out using K-Nearest Neighbor (K-NN) classifier. We have performed experimentation on 164 images from VisTex color texture database. The classification results exhibit the success of the proposed scheme. Experiments are also conducted on wood texture database to examine the suitability of the proposed scheme in an industrial application. The experimental results validate the efficacy of the proposed scheme for wood classification. The classification results may be verified for different classification techniques.

**6. APPENDIX**

The algorithm for histogram construction of a color texture image is described below:

1. Input the color texture image \(X = (R, G, B)\)
2. Compute \(I = 0.299*R + 0.587*G + 0.114*B\)
3. Histogram construction
   a. Consider the pair of images \((I, R)\) as depicted in Fig 1.
   b. Consider a pixel \(X_{ij}\) with its 8 neighbors in \(I\) and the corresponding pixel \(Y_{ij}\) with its 8 neighbors in \(R\) as shown below:

It can also be seen from the Table 3 that as the number of training samples increase, it gives more information about the pattern, hence gives better classification results.

**Table 3. Correct classification rate (%) obtained by using proposed method on Parquet database for wood classification**

<table>
<thead>
<tr>
<th>Feature combinations</th>
<th>No. of features</th>
<th>No. of training samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 bins</td>
<td></td>
<td>31.20 37.12 38.49 41.94 46.16 39.64 45.39</td>
</tr>
<tr>
<td>Mean</td>
<td>3</td>
<td>83.83 87.61 88.03 89.31 89.89 90.30 89.14</td>
</tr>
<tr>
<td>Std_dev</td>
<td>3</td>
<td>41.59 50.33 54.21 60.53 62.61 64.14 64.47</td>
</tr>
<tr>
<td>Slope</td>
<td>3</td>
<td>26.36 29.11 28.55 30.84 34.65 28.78 33.55</td>
</tr>
<tr>
<td>Mean+Std_dev</td>
<td>6</td>
<td>73.03 82.07 85.26 86.68 88.38 89.31 87.83</td>
</tr>
<tr>
<td>Mean+Slope</td>
<td>6</td>
<td>84.68 86.84 88.36 90.13 90.90 90.63 91.12</td>
</tr>
<tr>
<td>Std_dev+Slope</td>
<td>6</td>
<td>57.19 68.37 72.17 76.32 79.17 76.15 80.59</td>
</tr>
<tr>
<td>Mean+Std_dev+Slope</td>
<td>9</td>
<td>77.40 84.70 87.63 88.73 90.02 89.14 89.80</td>
</tr>
<tr>
<td>Mean+Std_dev+Slope+Entropy</td>
<td>15</td>
<td>75.38 83.17 85.26 87.34 88.73 87.50 89.47</td>
</tr>
</tbody>
</table>
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