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ABSTRACT

Ridge Regression is a essential method in linear regression used
to analyze multiple regression data which have multicollinearity.
For solving highly related multicollinearity problems, Ridge Re-
gression is a better modeling technique than ordinary least square
method. The analytical data in modern technology is becoming ex-
tremely large in size and the term which describes this large vol-
ume of data is “Big Data”, and ordinary tools are insufficient to
analyzes big data. In this paper, we are presenting an approach
toward big data analysis through ridge regression method. Our
simulation result represents a mapping model of Gaussian data
from big data in sufficient scale. This model presents the new
gateway for big data for statistical and mathematical analysis.
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1. INTRODUCTION

Ridge regression is used as a part of highly correlated multi-
independent factor related dependent variables. It is worked to re-
duce the effect of all factor on the any other. It is a process for
examining multiple regression data that suffer from multicollinear-
ity [1]. When multicollinearity happens, least squares estimates are
unbiased, but their differences are large so their may be far to the
true value. From computing a degree of bias to the regression ap-
proximations, ridge regression undermine the standard errors [2].
The world has come into the era of big data in any case, more and
more big data issues are deriving in fields, such as scientific re-
search, international economics, public administration and so on.
Discovering techniques to big data became a current eventuality
and challenge. In big data applications, it is usual for the attribute
to work in the same manner with response or explanatory variable
[3]]. Various techniques of analysis was developed in view of such
problems, like logistic regression, and k—nearest neighbor method
so on. In any way, some research express an important type of big
data issue in which the response variable works as the real numeric
type and the explanatory variable is the attribute type [4].
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In ordinary least squares, the regression coefficients are estimated
represented in formula

B=(XX)'XY )

Note that fact since then the variables are standardized, X X = R,
where R is the correlation matrix of independent variables. These
approximations are unbiased so that the expected value of the esti-
mates are the population values. That is,

EB)=B )
The variance-covariance matrix of the estimations is
V(B) = o?R 3)

and since then we are supposing that the y/ s are standardized, o2=1.
From the above, we find that

~ . 1

V(bj) =rll = 177}?(]2 (4)
where R? is the R—squared value obtained from regression X; on
the other independent variables. Ridge regression advances by in-
cluding a small value, &, to the diagonal elements for the correlation
matrix. This is the place ridge regression gets its name since the di-
agonal of ones in the correlation matrix might be consideration of
as aridge.
That is shown as,

B=(R+k)'XY )

where, k is a positive amount less than one.
The measure of bias in this estimator is predicted by

E(B-B) = [(XX+ k) 'XX-1|B ©)
and the covariance matrix is given by
~ ’ -1 ’ ’ -1
V(B) = (XX+K) XX (XX+H) )

It can be shown that there consists a value of k for which the mean
squared error (the variance plus the bias squared) of the ridge es-
timator is less than that of the least squares estimator [5]]. Unfor-
tunately, the appropriate value of k£ depends on knowing the true
regression coefficients which are estimated and an analytic solu-
tion has not been discovered which ensures the optimality of the
ridge solution [6].
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1.1 MapReduce

MapReduce is a system using that the applications can be com-
posed to process enormous magnitude of data, in similar, on major
clusters of objective hardware in a determined manner [7][8]]. M. R.
Thakare et al. [9] presented the master node having the input that
classify data into minor sub parts and partition in worker nodes. It is
a software development model which is inspired by functional pro-
gramming and permits expressing distributed calculations on ex-
tensive amounts of data [10].

MapReduce is a method to process massive amounts of data, in par-
allel, on large sets of commodity hardware in a dependable manner
[[L1]]. It is a software development model and a related implemen-
tation for generating and processing large data sets. The distributed
data processing feature by Apache has been used for mining really
massive datasets [12].

MapReduce as a model of programming can be understandable as
a method which is executed to process big data, by the usage of a
distributed and parallel running calculation in a groups [13]. It is
a handling technique and a program show for distributed comput-
ing depended on java. The MapReduce algorithm consists of two
essential task, that is Map and Reduce [14]. Map takes a collection
of data and converts it into another collection of data, where indi-
vidual elements are separated into tuples (key/value pairs) [2][15].
Also, reduce task, which takes the output from a map as an input
and joins those data tuples into a smaller collection of tuples. As
the arrangement of the name MapReduce suggests, the reduce task
is constantly performed after the map job [16].

1.2 Decision Tree

A decision tree is a tool of a tree-like graph of decisions and their
conceivable outcomes, including chance event results, and utility.
B. Gupta et al. [17] suggested a way to view an algorithm that ex-
clusive contains conditional control statements. It influences uses
of recursive tree to structure and is a consecutive classifier. There
are three kinds of nodes in the decision tree. The node from which
the tree is coordinated and has no approaching edge is known as
the root node. A node with dynamic edge is called internal or test
node however the different nodes are called leaves (also known as
terminal or decision node). The data set in decision tree is exam-
ined by developing a branch like structure with proper decision tree
algorithm. Each internal node of tree parts into branches in view of
the splitting criteria. Each test node signifies a class. Each terminal
node represents the decision. They can work for categorical and
continuous properties.

A decision tree for the concept check ‘Humidity’, indicating
whether a checking humidity is shown in [Figure 1} Each internal
node represents a test on an attribute. Each external node repre-
sents a class (either indicate the humidity is high = “no” or normal
= “yes”).

1.3 Types of Decision Trees
Decision trees applied in data mining are of two types:
o (lassification Tree in which analysis is when the predicted out-

come is the class to which the data belongs. For example out-
come of loan application as safe or risky.

o Regression Tree in which analysis is when the predicted out-
come can be considered a real number. For example population
of a state.
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Fig. 1. A Decision Tree for The Concept of Check The Weather

1.4 Big Data Research

In the current digitally connected world, each and every thing can
be examined of creating data. The terminology Big Data is not just
about the importance of data that comes in the scope of MapRe-
duce is considered a simplification approach for parallel computa-
tion of large data [[18]. The MapReduce implementation depends
on specific or customized cluster management that is responsible
for distributing and running peta bytes or zeta bytes something it is
more about the capability to consider large amounts of data. This
data that is getting added to the current ocean of Big Data formed
from uncountable sources like web logs, PDAs, smart phones, so-
cial network sites, satellite pictures, biological records, client ex-
changes and astronomical, poses immense opportunities as well as
challenges for researchers to handle and provide useful result.

S. Jun et al. [19] proposed an approach to overcome the computing
burden in big data analysis because most statistical methods were
determined on small sample data. Also in big data analysis, it ana-
lyze entire data which are considered as population in statistics, and
this data set is so huge. This research divided the big data closed to
population into sub data set like sample for solving the computing
cost in big data analysis. In addition, they applied this approach to
regression problem in statistics. They applied the divided method
of big data to multiple regression analysis, and used simple random
sampling for big data dividing. Big data have also these four fields.
Big data analysis is one of big data science, and statistics support
key performance to the big data analysis. presents a rela-
tion of statistics to big data.

Big Sample H Statistics}
Data

A

Fig. 2. From Big Data to Statistics

First, sample are extracted from the big data, and then the sample
are analyzed using statistical methods. This is the traditional ap-
proach of statistical analysis. In this process, big data is considered
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as a population. In statistics, a population is defined as a set of total
elements in the subject of study, and the population cannot be ana-
lyzed because of its analyzing cost or changeable. But in big data,
a data set can be analyzed closed to the population. It is caused by
the development of computing large data and decreasing the price
of data storage. But, the computing burden of big data analysis re-
mains because the traditional analyses such as statistical methods
have a limitation for analyzing big data.

L. R. Nair er al. [20] presented the research of in Big Data pro-
gresses in different dimensions including effective capture of data,
discovering novel storage solutions and recovery techniques.
gives an outline of Big Data analytics flow. Also, much con-
sideration has been given to Big Data analytics in cloud environ-
ment. Social network source big data analytics is also a dynamic
area of research to discover cutting edges. Bo-Wei Chen ez al. [21]]
presented Big Data analytic framework for scalable machine learn-
ing, data mining algorithms, exact learning, accurate predictions,
developing new representation techniques, receiving tight security,
privacy preservation strategies and benchmarking.

. « Web Logs
Big Data « Satelite Images
Sources « Sale Data
+ Healthcare data
Y
X « In Memory (RAM)
Big Data |. Cloud Storage
Storage < Hard Disk
« Other Secondary Storage
Y
Big Data |« Real time processing
Processing |+ Batch processing
Y
Big Data |+ Machine learning
Analysis |+ Data Mining
Y
X « Personalized Advertising
Big + Credit Card fraud detection
Insights « Evidence based medicine
Recommendation

Fig. 3. Big Data Analytic Flow

2. BIG DATA TECHNOLOGIES

Big data technologies are important in giving more precise analy-
sis, which may lead to more concrete decision-making resulting in
greater operational efficiencies, cost reductions and reduced risks
for the business. There are different technologies in the market from
various vendors including Amazon, IBM, Microsoft to deal with
big data which look into the technologies that handle big data.
Goldar et al. [22] presented realistic tools, techniques and meth-
ods for parallelization of big data such as Hadoop, MongoDB and
Spark, the description of these tools are as follows:
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2.1 Hadoop

Hadoop [23]][24] is an Apache open source system composed in
java that permits distributed processing of large datasets across
clusters of computers operating basic programming models. A
Hadoop frame-worked application works in a space that gives
distributed storage and computation across clusters of computers.
Hadoop is intended to scale up from single server to an expansive
number of machines, each offering nearby computation and stor-
age capacity. The working flow of big data parallelization under

Hadoop is represented in

Hadoop
(HDFS) ™. Input Data
H v
v | Split Split Split
Splitting i | Data Data Data

User Program

Mapping
MapReduce
H “« A .4 A H
Shufﬂmgi Shuffled || Shuffled || Shuffled || Shuffled |:
i| Data Data Data Data |}
User Program Map Map Map Map
I N
Reducing Shuffled || Shuffled || Shuffled || Shuffled
Data Data Data Data

Final Result

Fig. 4. Hadoop

2.1.1 Hadoop MapReduce. Hadoop MapReduce is a software
framework for easily composing applications which process big
amounts of data in-parallel on large clusters (a huge number of
nodes) of commodity hardware in a dependable, fault-tolerant man-
ner [25)]. The term MapReduce really refers to the following two
other tasks that Hadoop programs perform:

—The Map Task This is the primary task, which takes input infor-
mation and converts it into a collection of data, where individual
elements are separated into tuples.

—The Reduce Task This task takes the output from a map task
as input and joins those data tuples into a smaller collection of
tuples. The reduce task is always performed after the map task.

2.1.2 Hadoop Distributed File System. The software for data-
intensive parallel and distributed applications, based on MapRe-
duce programming framework and the distributed file system is
called Hadoop Distributed Filesystem (HDFS) [26]. HDFS is now
a sub-project of Apache Hadoop project. It is designed to supply
the fault-tolerant file system to run on initial hardware. The princi-
pal intention of HDFS is to collect data reliably, which works even
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in the occurrence of system failures. HDFS uses the master/slave
framework where one master device controls one or more other
slave devices.

The Hadoop Distributed File System (HDFS) depends on the
Google File System (GFS) and gives a distributed file system that
is intended to running on large clusters (thousands of computers)
of small computer machines in a reliable, fault-tolerant manner. A
document in an HDFS namespace is part into few blocks and those
blocks are stored in a set of DataNodes. The NameNode decides
the mapping of blocks to the DataNodes. The DataNodes deal with
read and write operation with the file system. They additionally
deal with block creation, deletion and replication in view of direc-
tion given by NameNode.

HDES gives a shell like some other file system and a list of com-
mands are accessible to cooperate with the file system.

2.2 MongoDB

MongoDB [27]][28] is a cross-platform, document oriented
database that gives, high performance,and easy scalability. Mon-
goDB works on concept of collection and document. The structure
of MongoDB is presented in [Figure 3]
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Fig. 5. MongoDB

—Database Database is a physical container for collections. Every
database gets its own particular arrangement files on the file sys-
tem. A single MongoDB server regularly has multiple databases.

—Collection Collection is a group of MongoDB records. It is the
equivalent of an RDBMS table. A collection exists inside a sin-
gle database. Collections don’t authorize a pattern. Documents
within a collection can have different fields. Normally, all docu-
ments in a collection are of similar or related purpose.

—Document A document is an arrangement of key-value pairs.
Documents have dynamic pattern. Dynamic schema implies that
documents in a similar collection don’t need to have the same set
of fields or structure, and common fields in a collection’s docu-
ments may hold different types of data.
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2.3 Spark

Industries are using Hadoop broadly to examine their data sets.
The reason is that Hadoop structure depends on a basic program-
ming model (MapReduce) and it enables a computing solution that
is scalable, fault-tolerant and cost effective. Here, the fundamen-
tal concern is to keep up speed in processing extensive datasets in
terms of waiting time between queries and holding up time to run
the program.

Spark was presented by Apache Software Foundation for speeding
up the Hadoop computational computing software process. Spark
uses Hadoop in two ways one is storage and second is processing.
Since Spark has its own cluster management computation, it works
Hadoop for storage.

Apache Spark. Apache Spark [29] is a lightning-fast cluster com-
puting technology, intended for fast computation. It depends on
Hadoop MapReduce and it extends the MapReduce model to ef-
fectively use it for more types of computations, which includes
interactive queries and stream processing. The principle of Spark
is its in-memory cluster computing that increases the processing
speed of an application. Spark is intended to cover an extensive
range of workloads for example batch applications, iterative algo-
rithms, interactive queries and streaming. Aside from supporting
all these workload in a particular system, it decreases the adminis-
tration burden of maintaining separate tools. The structure of Spark

is presented in[Figure 6]

Mllib

SparE SOE Spark (Machine ((;éiapl})l})f
Streaming Learning A
Data Frame Library) Calculation)

Apache Spark Core

Fig. 6. Spark

3. RELATED WORK
3.1 An exact approach to ridge regression for big data

Zhang et al. [30] proposed a ridge regression approach to big data.
Ridge regression is important and has been considerably used in ap-
plications. The classical ridge regression approach centers around
on small or moderate data. It accept that the whole data set can be
loaded to the memory of a personal computer. However, if the data
collection is large, at that it cannot be loaded to memory, which im-
plies that the traditional approach cannot be used. To solve the is-
sue, they proposed new techniques and algorithms, where the whole
data set is only scanned once. The objective of scanning data is to
register a matrix of sufficient statistics [31], which is not expan-
sive. Once the matrix of sufficient statistics is derived, the greater
part of the rest computations can be totally done without the need of
the first data set. Therefore, our numerical algorithms are efficient.
Uses of ridge regression are still outstanding in many research ar-
eas. Cases include pattern and face recognition described by Xue et
al. [32] in 2009, genetics, and machine learning. Previous methods
and algorithms for ridge regression are for the most part produced
for small or, on the other hand again moderate data. They cannot
be used to examine big data as a result of the presence of memory
and computational efficiency barriers.
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Ridge regression has turned to be popular and all around acknowl-
edged since it was first proposed by Hoerl and Kennard ez. al [33] in
1970. At the point when multicollinearity happens, despite the fact
that the standard thing least squares estimators are as yet unbiased,
their variances are absolutely inflated. By including a small degree
of bias to the least squares estimators, ridge regression can signifi-
cantly reduce their standard errors and in this manner increment the
levels of significance. The aim of the present article is to propose
new methods and algorithms for ridge regression which can over-
come these challenges. Ridge regression is one of the extremely
common techniques to increase the power [34].

3.2 Classical Ridge Regression

R. L. Obenchain et al. [35] proposed a method For testing gen-
eral linear speculations in multiple regression models. it is demon-
strated that non-stochastically shrunken ridge estimators yield a
similar central F-ratios and t-statistics as does the least squares es-
timator. Thus although ridge regression does produce biased point
estimates which deviate from the least squares solution, ridge tech-
niques do not generally yield “new” normal theory statistical in-
ferences: in particular, ridging does not necessarily produce shifted
confidence regions. A concept, the “ASSOCIATED PROBABIL-
ITY” of a ridge estimate, is defined using the standard, hyper-
ellipsoidal confidence region centered at the least squares estimator,
and it is contended that ridge estimates are of moderately little in-
terest when they are so extreme to the point that they lie outside of
the least squares region of say 90 percent confidence.

Recently, the term big data has advance quickly in both statistics
and computer science. When handling with statistical methods for
big data, computing the approximation of model parameters via tra-
ditional methods and algorithms is impossible because they attempt
to load the total data set to the memory, indicating that neither the
memory barrier nor the computational efficiency barrier is consid-
ered. To conquer these difficulties, new reasoning in statistics and
computer science is required Fan et al. [36] 2014. Traditional al-
gorithms perform well only in moderate data. If the entire data set
is stacked to memory of a computer, at that point standard algo-
rithms can be connected. Examples incorporate the computation of
the rank statistics, the order statistics, and the standardization[37].
Be that as it may, these algorithms are infeasible in big data.

3.3 Regression Model for Big Data with Attributive
Explanatory Variables

Qing-Ting et al. [38] proposed using the SLR method to address
big data problems of linear relation. Compared with the direct es-
timation method, which requires extensive historical sample data,
our SLR method uses limited storage space, even as the data size
grows. In addition, the sequential updating process is extremely
efficient. As the applications for modeling of big data and analy-
sis advance in scope, computational efficiency faces greater chal-
lenges in terms of storage and speed. In many practical problems,
a great amount of historical data is sequentially collected and used
for online statistical modeling. For modeling sequential data, It is
a sequential linear regression method that extracts essential infor-
mation from historical data. This carefully selected information is
then utilized to update a model according to a sequential estimation
scheme. With this technique, the earlier data no longer needs to be
stored, and the sequential updating is computationally efficient in
speed and storage. A weighted strategy is introduced on the cur-
rent model to determine the impact of data from different periods.
When compared with estimation methods that use historical data,
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our numerical experiments demonstrate that our solution increased
the speed while decreasing the storage load.

3.4 Statistics in Data Mining

A research by J. H. Friedman et al. [39], explains the connection
between Statistics and Data Mining. Statistics is the study of col-
lection, analysis, interpretation, presentation, and organization of
data. Statistics is a component of data mining that provides the
tools and analytics techniques for dealing with large amounts of
data. It is the science of learning from data and includes everything
from collecting and organizing to analyzing and presenting data. It
is concerned with probabilistic models, specifically inference, us-
ing data [40]. [Figure 7] represents relation of data mining to other
disciplines of computer science and mathematics. While the aims

Database
Technology

Machine
Learning

Visualization|

Other
Disciplines

Information
Science

Fig. 7. Statistics in Data Mining

of statistics and data mining are similar, it is estimated that there
are very few statisticians to deal with the demands of data analysts
[41]]. Data mining and statistics are related to learning from data.
They are all about discovering and identifying structures in them,
thus aimed at turning data to information. And although the aims
of both these techniques overlap, they have different approaches.
Statistics is only about quantifying data. While it uses tools to find
relevant properties of data, it is a lot like math. It provides the tools
necessary for data mining [42].

The two main statistical methodologies are descriptive statistics
and inferential statistics. Descriptive statistics organize and sum-
marize the data for the sample. The methodology of using these
summaries to draw conclusions from entire data sets, is called in-
ferential statistics.

4. PROPOSED APPROACH

The sufficient size should be estimated of data set according to
its available computing resources. As described by Emerson et al.
[43]], a data set is considered as ‘large’ if it consumes 20% of ran-
dom access memory (RAM) on a single processor computer and
‘massive’ if it reach out 50%. Generally, the volume of big data
is much larger than the storage volume of a single computer disk,
the input data is stored in multiple disks. The computational task
is distributed among many parallel computers so the job is finished
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in a sensible amount of time. A method and algorithm based on a
single processor system is presented for big data analysis.

The proposed method is an approach for the computation of the ex-
act ridge regression parameters for big data. The approach contains
statistical methods and numerical algorithms for /3, 5 and V' (5; )
with respect a single processor system. The entire data set cannot
be loaded to the memory but can be saved to the hard disk of a
computer, so it is assumed that any standard treatment procedure
of the raw data cannot be applied because the results from these
procedures must be saved either to the memory or the hard disk,
which is infeasible.

In order to propose an efficient method for ridge regression to big
data, the properties of the likelihood function is considered. Based
on the distribution of ¢;, the log likelihood function is

1 o /
p,0%) =~ log(2m) — G logo® — 753w~ Xi6)* ®

The maximum likelihood estimation (MLE) of S is

n -1
B= (Z xix;) ©)
=1

and the maximum likelihood estimation (MLE) of o2 is

!

. 1 n n n , n
o= n ny - <szyz> (lexz) <leyz>
i=1 i=1 i=1 i=1

(10)
Observing the right sides of and we find that § and

o2 can be expressed as functions of s, = E Yi2, Spy = E X;Yi
i=1 i=1

n
!’ . . . . .
and S, = E X;X; wWhere s, is a univariate quantity, s, is a p—
i=1
dimensional vector, and S, is a p X p— dimensional matrix. Then,

B=S.1sy an
and

1 ;o
02 = E(syy —8,,S,280y)- (12)

2 !
Yi ' Y YiX;
o X )= ¥ ; 1
i (Xi)(yl X; ) (Xz’yi X2X1> 13)
be the (p+1) x (p+ 1)— dimensional augmented matrix of the i**

observation by combining the response and the explanatory vari-
ables together. Let

— — [ Svy S;:y
A ;AZ (szy SM) (14)

be the (p + 1) x (p + 1)— dimensional augmented matrix of the
entire data set. Then, s,,,S;,, and S, can be obtained if A is de-
rived. Therefore, we have the following theorem.

For cross-validation specifically, Cross-Conformal Prediction
(CCP) partitions the training set into K subsets S1,.S5,...,Sk
and calculates the nonconformity scores of the examples in each

Let
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subset Sy and of (z;4 1, §) for each possible label 7 as

ai=A| ) Smz|, z€S m=1,...K (@15
mz=k
o =AU Sm2lyy |, m=1,...,K, 16)
mz#=k
where zﬁ_l = (%141,9). For zﬁ_l K nonconformity scores
alk ,k =1,..., K are calculated, one with each of the K folds.
I4+1

Now the p— value for each possible label % is computed as

SR sz €Sk oy Za?ﬁ}) +1

I+1 an

p(7)

5. RESULT ANALYSIS

All of the computations were carried out by a seventh generation
Intel Core—25 2.8 GHz processor with 8 GB DDR3 memory. The
big data is scanned and mapped, then a scale-model were created
based on co-variant matrix, and Gaussian data as a model of big
data were taken as a input for analysis. The Gaussian is a continu-
ous distribution

=
P(y) = e 202 (18)
W=7
= mean of distribution (also at the same place as mode and me-
dian)
o2 = variance of distribution
y is a continuous variable (-oo < y < o0)

and [§] represent simulation of Gaussian data taken as
model of big data.

Ridge Regression of Gaussian Data Model from Big Data

.
1.5 —

1;

0.5 —

>

[
,05 —

A

15 \W
2
2 1 0 0

- 22
X2 X1

Fig. 8. Proposed Method

The simulation involves one response to be ridge regressive. Data
points for the covariates, denoted axis such as (z, 2, y), are drawn
from a multivariate normal distribution. The points of x; is between
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Ridge Regression of Gaussian Data Model from Big Data

Actual Data
2 +  Predicted Data

0.5 | 5. ¢
AS . i

0.5 | K:

Fig. 9. Proposed Method

(2 to —2), and points of x5 is also (2 to —2) and points of y axis is
between (—1.5 to 2).

6. CONCLUSION AND FUTURE WORK

In this paper, an approach was proposed to overcome the comput-
ing load in big data analysis since mostly Ridge Regression as a
statistical methods were focused on small sample Gaussian data. In
Big data analysis, whole data should be analyzed which are recog-
nized as population in statistics, and this data collection is so large.
In the experimental results, the regression parameters estimated by
the big data were not different to the parameters by sub data sets.
This research contributes to avoid the computing problem in many
fields for big data analysis.

This approach can be applied to more diverse methods in statistics
such as factor analysis and clustering. More diverse methods of
big data sampling are needed in the future works. More advanced
combining methods for merging the results of sun data sets can be
proposed.
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