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ABSTRACT 
It “is taxing to understand the current trends in the online 

market and then abridge the general opinions about the 

products due to the existence of diversified social media data. 

This has created a need for real time opinion mining which is 

analysis of the sentiments that classifies the text into positive 

and negative emotion polarities. In this paper, the author 

explores the most important step in sentiment analysis that is 

data pre-processing and analyses the different techniques used 

for pre-processing in R. The results show that using library 

packages provides better results with respect to the method 

where direct functions are used.” 
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1. INTRODUCTION 
Sentiment “analysis of reviews is the process of investigating 

the online reviews for determining the overall feeling or 

opinion about the product. A large number of reviews on the 

internet showcase the current form of user‟s feedback and it 

becomes hard to find out the latest trends and sum up general 

opinions due to the diversity and size of social media data 

which creates the dire need of real time opinion extraction and 

mining. Settling on the sentiment of opinion is a challenging 

issue because of the subjective nature of reviews ” [1]. 

Sentiment “analysis is basically a classification task that 

classifies the orientation of a text into positive or negative or 

neutral and machine learning is one of the most widely used 

approaches towards sentiment classification [2].” 

The process of “sentiment analysis is discussed in figure 1, 

which consists of collecting customer reviews and the pre-

processing of data, then aspect identification followed by 

sentiment classification and aspect ranking and overall 

ranking of the sentiment.” 

Each step in figure 1 “shows data in a particular state, the 

First state shows the raw data that is just how the data has 

been collected and it may contain wrong data types or labels, 

special characters, white spaces and different font sizes.  This 

data cannot be directly fed into the model for analysis without 

any pre-processing. After this pre-processing, the data 

becomes technically correct, which means that now data can 

be read into the model without errors.” 

Text “Pre-processing is the process of filling in the missing 

values, smoothen the noisy data and removing outliers and 

resolving inconsistencies from the data collected from 

primary or secondary sources for analysis or model building.” 

 

Figure 1: Sentiment analysis process 

Pre-processing “the data is the process of cleaning and 

preparing the text for the classification process. The necessity 

for this step lies in the fact that online texts usually contain 

noise and uninformative parts such as HTML tags, scripts and 

advertisements. In addition, on words level, many words in 

the text do not have an impact on the general orientation of 

text. Since each word in the text is treated as one dimension, 

keeping irrelevant words increases the dimensionality of the 

problem and hence makes the classification more difficult [3]. 

These difficulties not only manifest themselves in the 

robustness of the analysis, but also in the computational 

complexity of the classification process [4].” 

Text preprocessing is not just an imperative part of data 

science process, but it is also the most time taking part. 

This paper focuses on the methods used for text pre-

processing and analyses them to understand which method is 

more beneficial for sentiment analysis while working on R. 

1.1 Importance of Text Pre-Processing 
Converting “the text into something that can be absorbed by 

the tool is a very intricate process and has four different parts. 

 Cleaning: It consists of removing the less useful 

parts of text through stop word removal, dealing 

with capitalization and characters. 

 Annotation : It consists of the applying a scheme to 

the text and includes part-of-speech tagging 

 Normalization: Consists of mapping the terms in a 

scheme. 

 Analysis: Consists of manipulating the dataset for 

feature analysis.” 
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2. BACKGROUND 
After “data collection process, the second step is to remove 

the noise from the data and convert the data into a format that 

is acceptable by the model to be used and this is done by first 

removing the entries with missing values, removing the 

special characters if the data is in textual form, converting the 

text into lower case since people make use of capital words 

while emphasizing on a word and this creates dissimilarity in 

the data, therefore all the data needs to be converted into 

lower case, then stop-words are removed from the textual 

data, like „is‟, „and‟, „the‟ etc., removing punctuation marks 

and removal of white spaces since punctuation symbols and 

white spaces don‟t have any meanings.” 

Mong Li Lee [5] “in his paper examined the problem of 

detecting and removing duplicates records. Several different 

techniques to pre-process the records before sorting them so 

that potentially matching records will be brought to close 

neighborhood subsequently.” 

Rahm, Hong Hai Do [6] in “their paper defined the various 

data cleaning problems and current approaches like Single 

source problems and Multisource problems and Data quality 

problems.” 

Hamid Ibrahim Housien et al[7] “in their paper study the 

data scrubbing algorithms and frameworks in data 

warehouse.” 

Nidhi Choudhary[8] “in his paper study the various 

problems and approaches in Data cleaning.” 

Joseph M. Hellerstein[9] “in his paper discuss the 

quantitative cleaning of large databases, and defines the 

approaches to improve data. quality.” 

 Rajashree Y.Patil et al [10] “have discussed various data 

cleaning algorithms for data warehouse.” 

Heiko Müller et al[11] “in their paper discussed the various 

data cleaning process and compare the data cleaning 

frameworks.” 

Mong Li Lee et al [12] “in their research paper they proposed 

a generic knowledge based framework for effective data 

cleaning that implements existing cleaning strategies and 

more.”  

Kofi Adu-Manu Sarpong et. al[13] “in their paper 

conceptualized the data cleansing process from data 

acquisition to data maintenance. Data Cleansing is an activity 

involving a process of detecting and correcting the errors and 

inconsistencies in data warehouse.” 

Taoxin Peng [14] “in his paper presented a framework for 

How to improve the efficiency while performing data cleaning 

and How to improve the degree of automation when 

performing data cleaning, which provides an approach to 

managing data cleaning in data warehouse by focusing on the 

use of data quality dimensions, and decoupling a cleaning 

process into several sub-processes.”  

This paper studies the methods used for cleaning the data 

collected in the form of customer reviews from various e-

commerce websites. Working in R, the author first used the 

traditional methods provided by Natural language processing 

functions, pre-defined in R and reduced the noise by a 

considerable amount. Initially, the data was in the form of a 

table(csv) and can be directly used for cleaning with the help 

of functions such as gsub(), tolower() etc. 

Second method used for text pre-processing involves the use 

of library packages such as Tmlib, but data cannot be used in 

the table format, hence a corpus is created which is then used 

for text pre-processing. 

The next section discusses the two methods in detail. 

3. METHODOLOGY AND ANALYSIS 
The traditional method involves the use of predefined 

functions in R for cleaning the inconsistencies from the 

review dataset collected from various e-commerce websites. 

This method requires using the dataset directly in the tabular 

form. For this, the dataset in .csv format is directly imported 

in R and various functions are used for removing the 

punctuation marks, converting the data into lowercase and 

then writing all the content in the file as shown in figure 2. 

 

Figure 2: R functions for data cleaning 

 

Figure 3: Changes in data size 

After using these functions, the noise in the data was reduced 

by almost 15kb, as shown in figure 3. This technique has a 

few shortcomings like, it doesn‟t remove all the special 

symbols, and lacks a function to remove the stop words and 

white spaces. To address these shortcomings another method 

was used which involves natural language processing library 

packages like TM Library or Text mining Library package. It 

is a text mining framework to provide various functions that 

help in text pre-processing. It involves different ways for 

importing data, handling the corpus and preprocessing 

methods. A corpus that is a collection of text documents is 

created for managing the documents in tm package.  

Unlike the traditional method, the data cannot be imported in 

the table format so it needs to be converted into an array by 

using a vector source function to create a Corpus and then a 

pre-defined library called Tm-map was used to clean the data 

in phases, figure 4.  

4. RESULTS 
The table below shows the analysis of the traditional methods 

and NLP Library packages for data pre-processing. It shows 

that traditional methods only facilitates the conversion of text 

in lower case and removal of punctuation marks which 

reduces the data size to 674 kb from 689 kb by removing 15 

kb of noise.  
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Figure 4: Tm Library for data cleaning 

Table 1: Merits of using NLP library packages for text as 

compared to Traditional methods. 

 

NLP library packages facilitate many more functionalities like 

removing special characters, converting the text in lower case, 

removal of punctuation marks, stop word removal and white 

space removal and hence reduced the data size to 445 kb, thus 

removing 200kb noise from the data, as shown in figure 5. 

The results show that when the latter process is used, the 

performance of the tool will be better as classification process 

will be more precise.  

5. CONCLUSION 
This paper focuses on the most important step for sentiment 

analysis, which is the pre-processing of customer reviews in R 

and illustrates two methods used for it. The results show that 

use of NLP Library packages enhances the text pre-processing 

when used for sentiment analysis of customer reviews as 

provided by the traditional methods. This finding will be 

useful for organizations that work on opinion mining to 

extract the sentiments portrayed in the reviews written in the 

form of text. It is clear from the results that using library 

packages is a preferred approach for performing the pre-

processing of text before it can be analyzed.  

 

Figure 5: Change in size of data after using TmMap 
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